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Preface

This second edition of The Molecular Biology of Cancer is directed at graduate students embarking on
cancer research studies, in addition to undergraduate and postgraduate medical trainees. The book may also
be of interest to busy clinicians who want to update their knowledge of recent advances in cancer biology
and how these may apply to future practice. The aim is to provide a readable text that summarizes the
scientific aspects of the four main groups of genes involved in the development of human tumors and then
deals with the ways in which these genes may be used to influence patient management in each of the
commonest cancers. As with the first edition of this book and it predecessor Oncogenes and Tumor
Suppressor Genes, it is not intended to give definitive details of the biology of the genes—a huge topic
which is covered in many excellent and more specialized books. Instead the aim is to provide the reader
with an overview of this exciting topic and to provide information on how it may impinge on their medical
and scientific practices. The book gives a more detailed account than previous editions, reflecting the
momentous developments in molecular biology, genetics and oncology over the last five years. The first
four chapters cover the scientific aspects of the genes. Chapter 5 has been introduced to cover the major
developments in hereditary cancers in recent years and the clear clinical utility of molecular testing.
Subsequent chapters have been expanded to give more detail on the use of molecular testing in specific
cancers; the penultimate chapter has been updated to reflect the increased role of these genes as therapeutic
targets. Finally, the last chapter on the techniques involved in analysis of the genes has also been updated.

We would like to thank our long-suffering families for their support during the writing of this book—
particularly Dr Alan Cockayne for reading sections of the manuscript and Jo Ford for assistance with the
illustrations. We would also like to thank the many colleagues who provided us with examples of their work
and the staff at Garland/BIOS Scientific Publications for their help.

Fiona Macdonald, Chris Ford and Alan Casson 



1
General principles

1.1
Introduction

It has been realized for many years that cancer has a genetic component and at the level of the cell it can be
said to be a genetic disease. In 1914, Boveri suggested that an aberration in the genome might be
responsible for the origins of cancer. This was subsequently supported by the evidence that cancer, or the
risk of cancer, could be inherited; that mutagens could cause tumors in both animals and humans; and that
tumors are monoclonal in origin, that is, the cells of a tumor all show the genetic characteristics of the
original transformed cell. It is only in recent years that the involvement of specific genes has been
demonstrated at the molecular level.

Cancer cells contain many alterations which accumulate as tumors develop. Over the last 25 years,
considerable information has been gathered on the regulation of cell growth and proliferation leading to the
identification of the proto-oncogenes and the tumor suppressor genes. The proto-oncogenes encode proteins
which are important in the control of cell proliferation, differentiation, cell cycle control and apoptosis.
Mutations in these genes act dominantly and lead to a gain in function. In contrast the tumor suppressor
genes inhibit cell proliferation by arresting progression through the cell cycle and block differentiation.
They are recessive at the level of the cell although they show a dominant mode of inheritance. In addition, other
genes are also important in the development of tumors. Mutations leading to increased genomic instability
suggest defects in mismatch and excision repair pathways. Genes involved in DNA repair, when mutated,
also predispose the patient to developing cancer. This failure of DNA repair is seen in xeroderma
pigmentosum, ataxia telangiectasia, Fanconi’s anemia and Bloom’s syndrome [1]. In addition, many other
genes encoding proteins, such as proteinases or other enzymes capable of disrupting tissues, and vascular
permeability factors, have been shown to be involved in carcinogenesis. Epigenetic events such as
alterations in the degree of methylation of DNA have also been detected in tumors [2]. Genomic imprinting,
a process in which expression of two alleles is dependent on the parent of origin and controlled by changes
in methylation, is now widely recognized in cancers [3]. Any combination of these changes may be found in
an individual tumor. The overall progression to malignancy is therefore a complex event.

1.2
What is cancer?

In normal cell growth there is a finely controlled balance between growth-promoting and growth-restraining
signals such that proliferation occurs only when required. The balance is tilted when increased cell numbers



are required, for example during wound healing and during normal tissue turnover. Differentiation of cells
during this process occurs in an ordered manner and proliferation ceases when no longer required. In tumor
cells this process is disrupted, continued cell proliferation occurs and loss of differentiation may be found.
In addition the normal process of programmed cell death may no longer operate. 

Cancers arise from a single cell which has undergone mutation. Mutations in genes such as those
described in the next three chapters give the cell increased growth advantages compared to others and
allows them to escape normal controls on proliferation. The initial mutation will cause cells to divide to
produce a genetically homogeneous clone. In turn, additional mutations occur which further enhance the
cells’ growth potential. These mutations give rise to subclones within the tumor each with differing
properties so that most tumors are heterogeneous. This multistep process is described further in Section 1.7.

Tumors can be divided into two main groups, benign or malignant. Benign tumors are rarely life
threatening, grow within a well-defined capsule which limits their size and maintain the characteristics of the
cell of origin and are thus usually well differentiated. Malignant tumors invade surrounding tissues and
spread to different areas of the body to generate further growths or metastases. It is this process which is
often the most life threatening. Different clones within a tumor will have differing abilities to metastasize, a
property which is genetically determined. The process of metastasis is likely to involve several different
steps and only a few clones within a tumor will have all of these properties. Some of the genes involved in
the process of metastasis are described in subsequent chapters but additional factors such as proteinases, the
cell adhesion molecules Ecadherin [4] and the integrin family have been implicated in the invasive process.

Tumor cells show a number of features which differentiate them from normal cells: (1) They are no
longer as dependent on growth factors as normal cells either because they are capable of secreting their own
growth factors to stimulate their own proliferation, a process termed autocrine stimulation, or because
growth factor receptors on the surface are altered in such a way that binding of growth factors is no longer
necessary to stimulate proliferation; (2) normal cells require contact with the surface in the extracellular
environment to be able to grow whereas tumor cells are anchorage independent; (3) normal cells respond to
the presence of other cells, and in culture will form a monolayer due to contact inhibition, whereas tumor cells
lack this and often grow over or under each other; (4) tumor cells are less adhesive than normal cells; (5)
normal cells stop proliferating once they reach a certain density but tumor cells continue to proliferate.

1.3
The cell cycle

Central to the complex process of proliferation is the control of the processes involved in driving the cell
through the cell cycle. The cell cycle involves a series of events which result in DNA duplication and cell
division. In normal cells this process is carefully controlled but in tumor cells, mutations in the genes
associated with the cell cycle result in progression of cells with damaged DNA through the cycle. The
phases of the cell cycle have been known for around 40 years but it is only in the last few years that the
genes which are involved in control of the cycling process have been identified, as described further in
Chapter 4. The cell cycle is divided into four distinct phases. The first gap phase (G1), DNA replication (S)
and the second gap phase (G2) together make up interphase, the period from the end of one nuclear division
to the start of the next. This is followed by mitosis or M (Figure 1.1). The length of the cell cycle varies
considerably from one species and tissue to another but is typically around 16–24 h. In G1, cells are
preparing to synthesize DNA and biosynthesis of both RNA and proteins occurs. The length of this phase is
the most variable. During S phase, DNA is replicated and histones are synthesized. At the end of S phase
the DNA content of the cell has doubled and the chromosomes have replicated. In G2, cells are preparing

2 MOLECULAR BIOLOGY OF CANCER



for cell division, the replicated DNA complexes with proteins and biosynthesis continues. The nucleus and
cytoplasm finally divide during mitosis and two daughter cells are produced which can then begin
interphase of a new cell cycle if conditions are suitable for further growth. In the absence of mitogens or when
nutrients are depleted, cells can also enter a resting phase termed G0. Similarly, cells which are terminally
differentiated, for example neurons, are generally arrested in G0. Transition from one stage to the next is
regulated at a number of checkpoints which prevent premature entry into the next phase of the cycle
(Figure 1.1). Mammalian cells initially respond to external stimuli such as growth factors to enter into G1.
Once cells have become committed to replication, that is towards the end of G1, they become refractory to
growth factor-induced signals and to growth factor inhibitors such as TGF  and then rely on the action of
the cell cycle proteins to regulate progression. This progression from one stage to the next is carefully
controlled by the sequential formation, activation and subsequent degradation or modification of a series of
cyclins and their partners, the cyclin-dependent kinases (CDKs; see Chapter 4) [6]. In addition it has been
shown more recently that a further group of proteins, the cyclin-dependent kinase inhibitors (CKIs) are
important for signal transduction and coordination of each stage of the cell cycle.

There are a number of recognized checkpoints at which the integrity of the DNA and the formation of the
spindle and spindle pole are checked. Defects in the DNA itself can lead to chromosomal rearrangements
and transmission of damaged DNA. Defects in the spindle lead to mitotic nondisjunction, a process which
results in the gain or loss of whole chromosomes. Defects in the spindle pole can lead to alterations in
ploidy [7]. The first checkpoint in mammalian cells is known as START or restriction point (R) and occurs
late in G1 [8]. It is at this stage that cells must commit themselves to a further round of DNA replication and

Figure 1.1

The cell cycle showing checkpoints at which DNA is monitored before the next stage of the cycle is entered. Adapted
from [5].
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at this point any damage to DNA can be monitored and if necessary the cycle halted until it is repaired. Loss
of this checkpoint can lead to genomic instability and survival of damaged cells. Further checkpoints occur
during S phase and at the G2 to M transition to monitor the completion of DNA synthesis and the formation
of a functional spindle. This last check-point prevents chromosome segregation if the chromosomes are not
intact. The degradation of various cyclins occurs at each checkpoint and it is this mechanism together with
interaction of the CKIs which allows the cell to enter the next phase.

Initially it was believed that the basic cell cycle machinery would not be involved in tumorigenesis but it
is now clear that this is wrong. Checkpoints are deregulated in tumors and mutations occur in the genes
involved in cell cycle components, leading to genomic instability and cancer. The mode of action of
cyclins, CDKs and CKIs are discussed in Chapter 4 and abnormalities associated with specific cancers are
detailed in subsequent chapters.

1.4
Apoptosis

Apoptosis or programmed cell death, first described in 1972, is a series of genetically controlled events
which result in the removal of unwanted cells, for example during morphogenesis of the embryo, without
disruption of tissues [9]. As with differentiation or proliferation, apoptosis is an important method of
cellular control and any disruption of this process, not surprisingly, leads to abnormal growth. It plays an
important role in tumorigenesis as well as in many other disease processes such as degenerative and
autoimmune diseases. In recent years the field has expanded rapidly and many extensive reviews have been
written [10–12], therefore only an overview of the process will be presented here.

Apoptosis differs from necrosis or accidental cell death in a number of important ways. First, it is an
active process as opposed to an unplanned process induced by cell injury. Second, apoptotic cells are
recognized by phagocytes and removed before they disintegrate. As a consequence, there is no surrounding
tissue damage or induction of inflammatory responses. In contrast, in necrosis, cells become leaky, release
macromolecules and rapidly disintegrate, thereby inducing inflammation.

Apoptotic cells show a very characteristic morphology. They show condensation of nuclear
heterochromatin, cell shrinkage and loss of positional organization of organelles in the cytoplasm.
Electrophoresis of DNA extracted from apoptotic cells shows a characteristic laddering pattern of
oligonucleosomal fragments resulting from internucleosomal chromatin cleavage by endogenous
endonucleases. This differs from the smear of degraded DNA usually seen in necrotic cells.

In contrast to the well-established morphological features, the genetic events leading to apoptosis are only
now beginning to be recognized [11]. A number of genes and their proteins, some acting within the cells
themselves and others acting extrinsically, have now been identified which either promote or inhibit
apoptosis acting in pathways which eventually impinge on caspase activation [11, 13].

Both proto-oncogenes and tumor suppressor genes have been shown to be involved in the control of
apoptosis (Figure 1.2). The MYC proto-oncogene has a dual role in cells inducing both cell proliferation and
apoptosis [14–16]. As described in Chapter 2, MYC, complexed with its protein partner MAX, has a role in
driving cell proliferation. However, it also plays a role in committing cells to enter the apoptotic pathway
again complexed to MAX. The choice of which pathway to follow appears to depend on the cell’s
microenvironment, particularly the availability of growth factors. In the absence of suitable growth factors
the result is apoptosis. Overexpression or deregulation of MYC in tumors therefore has important
implications for the control of apoptosis. A number of tumor suppressor genes such as p53, APC and PTEN
all exert tumor suppressor activity by inducing apoptosis with loss of suppressor function leading to reduced
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apoptosis and tumor growth. p53 acts by driving cells with damaged DNA along the apoptotic pathway
rather than allowing them to continue through the cell cycle [17, 18]. Apoptotic regulators lying downstream
of p53, such as BAX, FAS/po1 and BCL2, have been shown to be critical to the function of p53 in
suppression of tumors [13, 18].

Both MYC and p53 play a role in the induction of apoptosis. Another proto-oncogene, the BCL2 gene,
acts to block apoptosis specifically [19]. Its deregulation will therefore remove suppression of programmed
cell death and can promote tumor formation. The BCL2 gene is widely expressed during embryonic
development but in adults is confined to long-lived cells. It is now known to belong to a large family of

Figure 1.2

The role of proto-oncogenes and tumor suppressor genes in apoptosis. Adapted from (12). Oncogenes involved in the
process include MYC, E1a, AKT, RAS and REL. The tumor suppressor genes, PTEN, RB1, p53 and ARF regulate apoptosis
through pathways which all impinge on caspase activation.
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related proteins, some of which (e.g. BCL2, BCLXL, BCLW and MCL1) suppress apoptosis whereas others
(e.g. BAX, BAK, BAD, BIK, BID and BCLXS) act to antagonize the anti-apoptotic properties of the others.

Inhibition of cell death, either by suppression of those genes which induce cell death or by activation of
those genes which cause cell survival, therefore contributes to the development of tumors. There is
considerable interest in this area not just to gain a better understanding of tumorigenesis but also because
they may be suitable targets for therapy. Recently strategies aimed at inducing apoptosis have begun to be
investigated as alternatives to the more usual forms of chemotherapy [20].

1.5
Chromosomes and cancer

Normal human cells contain 46 chromosomes. Changes in this number as well as structural chromosomal
abnormalities are common in the majority of tumors. The first consistent chromosome abnormality to be
recognized was the Philadelphia chromosome seen in chronic myeloid leukemia (CML: see Sections 2.2.2
and 11.5). Since then many other changes have been found, including loss or gain of whole chromosomes
or parts of chromosomes and chromosomal translocations, examples of which are given in Tables 1.1 and
1.2 [21, 22]. These changes are nonrandom events and generally are somatically acquired alterations. Some
may be primary events occurring early in the development of the tumor and are likely to be an important
event in its development. Others are secondary events and may have a role in the subsequent behavior of the
tumor. In addition, many other random changes in the chromosome complement are also found due to the
instability of the tumor cell.

Loss of chromosomal material can often result in the deletion of a tumor suppressor gene (see
Figure 3.4). Duplication of a region can lead to overexpression of an oncogene (see Figures 2.4 and 12.3).
Molecular analysis of translocation breakpoint has led to the identification of a number of genes adjacent to
the breakpoints which have been implicated in the initiation and progression of tumors.

Studies of chromosome translocations led to the identification of a number of oncogenes, for example,
the 8; 14 translocation found in Burkitt’s lymphoma and shown to be associated with the MYC oncogene on
chromosome 8 (see Section 2.2.2). Now that these chromosome abnormalities have been well studied, some,
such as the presence of the t(9;22) translocation in CML, can be used diagnostically (see Section 11.5).

Constitutional chromosome abnormalities, present in all the cells of the body, have helped in the
identification of a number of tumor suppressor genes. In general these changes are found in only one or a
few patients but have been instrumental in the subsequent isolation of the gene. The classic examples,
discussed more fully in Chapter 3, are the deletions found in retinoblastoma patients leading to the
identification of the RB1 gene; the deletions associated with Wilms’ tumor leading to the identification of
WT1; and the deletion found on the long arm of chromosome 5 which led to the identification of the APC
gene in familial adenomatous polyposis.

1.6
Inherited vs. sporadic cancer

Cancers can be classified into four main groups on the basis of the genetic defect:

(1) The majority of cancers are sporadic and are caused by environmental factors such as chemicals and
radiation. Mutations in these tumors are found only in the cancer tissue itself. 
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Table 1.1 Examples of primary chromosomal aberrations in hematological malignancies

Derived from [21] and [22].
This list shows examples of some of the rearrangements found in hematological malignancies. AML, acute
myeloid leukemia; ALL, acute lymphocytic leukemia; CML, chronic myeloid leukemia; t, translocation; inv,
inversion; del, deletion.
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(2) Some cancers, without a recognizable genetic basis, show clustering in families and may represent an
underlying susceptibility to environmental carcinogens. Care has to be taken when looking at this group
as it is possible to have apparent clustering of cancers in families due to the shared environment of
family members rather than because of a genetic defect.

(3) A small proportion of cancers have a clearly defined genetic cause. This means that screening at-risk
family members is immediately possible, thereby preventing unnecessary morbidity and mortality (see
Chapter 5). In addition, the genes involved have a wider importance as the genes which cause the
inherited form of the disease are often the same as those which are implicated in the sporadic form of
the disease. Their study can therefore help in the understanding of the more common forms of the

Table 1.2 Examples of primary chromosomal aberrations in solid tumors

Adapted from [21].
t, translocation; inv, inversion; del, deletion; I, isochromosome; r, ring.
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cancer. The classic example of this is the APC gene which is responsible for the inherited condition
familial adenomatous polyposis (FAP) and which is also the earliest gene to be mutated in the
development of sporadic colorectal cancer (see Sections 3.5 and 7.4.2). The main exception to this
principle is familial breast cancer which is caused by defects in the BRCA1 and BRCA2 genes (see
Sections 3.6.1 and 9.2.4). Defects in these genes have not so far been observed in sporadic breast
cancer. In cancers with a true genetic basis, the causative mutation is found in all the cells of the body.
This group can be   recognized by an earlier age of onset, multiple cancers in individuals and by
segregation of the disease through the family in a Mendelian manner.

(4) Individuals with some conditions, generally termed chromosome breakage syndromes because of the
increased chromosome fragility seen in cultured cells, for example those from xeroderma pigmentosum
and ataxia telangiectasia, have an increased risk of cancers although the incidence of cancers is not
close to the levels seen in patients in group 3.

Figure 1.3
The multistage progression to carcinogenesis. Adapted from [5].
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1.7
The multistage nature of cancer development

In 1949, Berenblum and Shubik concluded that ‘the recognition that carcinogenesis is at least a two-stage
process should invariably be borne in mind’ [23]. Armitage and Doll took this observation a step further; in
1954, they published age/incidence curves for 17 common types of cancer. From their figures they
concluded that carcinogenesis was at least a six- or seven-stage process [24]. Although each of these steps
cannot usually be clearly defined in an individual tumor, it is clear today that there is without doubt a multistage
progression to malignancy (Figure 1.3).

Tumors tend to acquire more aggressive characteristics as they develop, and in 1957 Foulds pointed out
that tumor progression occurred in a stepwise fashion, each step determined by the activation, mutation or
loss of specific genes [25]. Over the next two decades biochemical and cytogenetic studies demonstrated the
sequential appearance of subpopulations of cells within a tumor, attributable, in part at least, to changes in
the genes themselves.

The evidence suggests that, in the majority of cases, cancers arise from a single cell which has acquired
some heritable form of growth advantage [26]. This initiation step is believed to be caused frequently by
some form of genotoxic agent such as radiation or a chemical carcinogen. The cells at this stage, although
altered at the DNA level, are phenotypically normal. Further mutational events involving genes responsible
for control of cell growth lead to the emergence of clones with additional properties associated with tumor
cell progression. Finally, additional changes allow the outgrowth of clones with metastatic potential. Each
of these successive events is likely to make the cell more unstable so that the risk of subsequent changes
increases. Animal models of carcinogenesis, primarily based on models of skin cancer development in
mice, have enabled these steps to be divided into initiation events, promotion, malignant transformation and
metastasis [26] (Figure 1.3).

Although it is clear that multiple changes are necessary for tumor development, it is not clear whether the
order in which the changes occur is critical. Evidence suggests, however, that it is the accumulation of
events that is important rather than the order in which they occur (see Section 3.7.2 for the classic example
in colorectal cancer).
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2
Oncogenes

2.1
Viruses and cancer

For over 30 years, it has been known that DNA viruses such as SV40 virus and RNA viruses such as the
retrovirus, Rous sarcoma virus, are capable of transforming those cells they infect. These viruses are
associated primarily with animals and are rarely implicated in human disease, although a few examples are
known (Table 2.1). The viruses are particularly important because they have taught us a great deal about the
molecular basis for transformation and have led to the identification of cellular oncogenes.

Most of this information has come from studies of the retroviruses. These RNA viruses encode three
genes, GAG, POL and ENV, which produce a core protein, a reverse transcriptase and envelope
glycoproteins, respectively. At either end of the viral genome are long terminal repeats (LTRs) which
function as promoter or enhancer sequences (Figure 2.1) [1]. In those viruses capable of causing malignant
transformation, a fourth gene, the oncogene, has been found (Table 2.2).

A clue as to how these genes might be involved in the pathogenesis of cancers came in 1976 when a
group studying the Rous sarcoma virus, which causes malignancy in chickens, showed that the SRC
oncogene carried by the virus was not viral in origin but had been picked up by the virus from the host
genome, a process termed transduction [2]. This was possible because the retrovirus uses its reverse
transcriptase enzyme to copy its RNA genome into duplex DNA. The DNA copy can integrate reversibly
into the host genome (Figure 2.2). By recombination between viral and host DNA, the retroviruses ‘kidnap’
a host gene which then becomes part of the viral genome and is expressed under the control of viral
promoters. The resulting virus is usually defective in replication, but can transform host cells following re-
infection. These host genes are activated when transduced by the retrovirus either because the gene is
altered, resulting in a protein with abnormal activity, or because the gene is brought under the control of a
viral promoter, leading to aberrant, high levels of expression driven by retroviral transcriptional enhancers. 
With reference to their potential function in tumor development, the original cellular genes were termed
proto-oncogenes. This mechanism of activation is implicated in a wide range of animal tumors but it has
never been shown convincingly to be associated with human cancers.

Retroviruses can also activate proto-oncogenes more directly by a process known as insertional
mutagenesis. In this process, the insertion of a DNA copy of the retrovirus into the cellular genome close to
a proto-oncogene causes abnormal activation of that gene by stimulation of gene expression via the
promoter action of the LTRs. This has been demonstrated for the INT1 gene which is activated in breast
cancer in mice infected with the mouse mammary tumor virus. Most of the proto-oncogenes identified in



this way are identical to those already found via transforming retroviruses, although a few additional genes
such as EVI1 have also been found. 

As few retroviruses had been shown to be the cause of human cancers, it was still not clear how these
genes associated with the retroviruses might relate to the pathogenesis of cancer in man. It was only when it
was shown that human tumors contained activated oncogenes homologous to those found in the retroviruses,
but with no viral intermediary, that this whole area of research expanded rapidly.

2.2
Cellular oncogenes

Whilst research into the retroviral oncogenes continued, more direct methods of identifying oncogenic
sequences in the human genome were examined. A DNA transfection assay was used as a method of

Table 2.1 Viruses associated with human cancers

Figure 2.1

(a) The retroviral genome. Three genes are encoded by the viral genome, (b) In the transforming retroviruses, one
mammalian gene, in this case SRC, is included and gives the virus its transforming properties. Adapted from [1].
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identifying those sequences in tumor cells which were responsible for uncontrolled cell proliferation. DNA
was extracted from human tumors and sheared into fragments. These were then transfected into a mouse-
derived cell line called NIH-3T3 so that random fragments were incorporated into its genome. As a result,
some cells were transformed and could be identified by their loss of contact inhibition which caused cells to
pile up in vitro (Figure 2.3). These transformed cells were also capable of producing tumors when injected
into athymic (nude) mice. The genome of the transformed cells was analyzed and shown to contain an
oncogene which in many cases was similar to one which had been identified in the retroviruses [3]

Table 2.2 Retroviral oncogenes

Figure 2.2

The retrovirus life cycle. Adapted from [1].
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(Table 2.3). This transfection assay did not give a positive result with all tumors. Only about 20% of tumors
contained oncogenes which could be identified in this way and about one quarter of these belonged to the
RAS gene family. Additional oncogenes were identified by alternative strategies.

It had long been known that some tumors carry a consistent chromosome translocation. In the case of
chronic myeloid leukemia (CML), this is a reciprocal translocation  between chromosomes 9 and 22 (see
Section 2.2.2). In Burkitt’s lymphoma, there is a reciprocal translocation between chromosome 8 and, in the
majority of cases, chromosome 14, although either chromosome 2 or chromosome 22 is occasionally

Figure 2.3

DNA transfection assay. Adapted from [1].
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involved. In both examples the breakpoints were shown to coincide with the location of oncogenes already
identified from retroviral studies; ABL on chromosome 9 and MYC on chromosome 8. Other translocations
in tumors identified the sites of further oncogenes (Table 2.3 and Table 1.1). In a comprehensive study of
5345 tumors [4], the distribution of cancerspecific breakpoints was compared with the site of 26 cellular
oncogenes; of these, 19 were located at cancer-associated chromosome breakpoints.

Two other chromosome abnormalities observed in tumors have also identified the location of oncogenes
(Table 2.3). Both the development of homogeneous-staining regions (HSRs) and formation of double-
minute chromosomes (DMs, Figure 2.4) were associated with oncogene amplification. Some oncogenes
identified in this way, for example MYC, had previously been detected by other techniques, but other genes
such as MYCN, associated with neuroblastomas, and MYCL, found in small-cell lung carcinomas, were first
revealed in this way [5].

Currently about 200 different cellular proto-oncogenes have been identified [6], which when activated by
one of the mechanisms described below convert the gene into an oncogene.

The importance of these genes to the cell is clear as there is sequence conservation from organisms such
as yeast, through the invertebrates and vertebrates to man and indeed homologs of the proto-oncogenes have
been found in all multicellular organisms so far studied. In the normal cell, the expression of these proto-
oncogenes is tightly controlled and they are transcribed at the appropriate stages of growth and
development of cells. However, alterations in these genes or their control sequences lead to inappropriate
expression. What therefore are the functions of these genes and how are they converted into genes capable
of contributing to malignant progression?

2.2.1
Function of the proto-oncogenes

Many studies have supported the prediction that the proto-oncogenes would be involved in the basic
essential functions of the cell related to control of cell proliferation and differentiation. Cells are stimulated
by external signals such as growth factors, which bind to cell surface receptors, for example the
transmembrane protein tyrosine kinases, thereby activating their function as signal transducers. In turn this
stimulates intracellular signaling pathways, eventually leading to alterations in gene expression. The proto-
oncogenes function at each of these steps and are found therefore at all levels of the cell (Figure 2.5).
Mutations in any of the genes result in their abnormal activation promoting cell growth in the absence of
external stimuli and leads to malignant transformation.

Table 2.3 Methods of oncogene identification in human tumors
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Growth factors

Growth factors constitute the products of the first group of proto-oncogenes and exist as polypeptides,
oligopeptides or steroid hormones (Table 2.4). They bind to their own specific receptors or, in a few cases,
cross react with a number of receptors, to stimulate or inhibit cell growth acting via a number of pathways
culminating in alterations in the expression of genes including those involved in cell cycle regulation and
differentiation. Growth factors play a major role in the development of tissues and if limited, result in cell
death. Growth factors stimulate cells in the stationary stage to enter the cell cycle. This occurs in a two-
stage process—the stimulation to proceed into G1 is provided by competence factors such as platelet-
derived growth factor (PDGF) or epidermal growth factor  (EGF) and this is followed by the requirement of
progression factors, such as insulin-like growth factor (IGF), to progress through the cycle. Normal cells
require growth factors to remain viable but tumor cells can circumvent this process.

Two models of growth factor action have been recognized. In the autocrine model, binding of a growth
factor to its receptor leads either to increased secretion of more growth factor from the same cell or up-
regulation of the receptor promoting autostimulation of tumor growth. This model has been proposed, for
example, for the way bombesin secretion acts in small-cell lung cancer. In the paracrine model, a growth
factor released from one cell (e.g. stromal tissue cells), binds to a receptor on a neighboring cell (e.g.
adjacent tumor cells). This in turn stimulates release of a paracrine factor to increase more growth factor
production from the first cell. There is therefore reciprocal stimulation of growth factor production.

As indicated above growth factors function in a number of different ways. Following binding of EGF and
PDGF to their receptors, cell division is stimulated, advancing the cell from stationary phase into the G1
phase of the cycle [7], Insulin-like growth factors (IGF1 and IGF2) are responsible for assisting in the
passage of cells through G1 of the cell cycle. They have endocrine functions, e.g. in mediating the role of
growth factors, but also have both autocrine and paracrine functions during normal development and growth
as well as in cancer development [8]. Transforming growth factor (TGF)  is considered both as a tumor
suppressor and as a promoter of progression and invasion [9]. It is a potent inhibitor of normal stromal,
hematopoietic and epithelial cell growth. Through its ability to inhibit cell proliferation it suppresses tumor
development in its early stages. However, once tumors develop, they often become resistant to TGF  growth
inhibition and in the later stages of development of a cancer the tumor cells themselves secrete large
amounts of the growth factor thereby enhancing invasion and metastases.

Growth factor receptors

A second group of proto-oncogenes encode either the growth factor receptors themselves or their functional
homologs. The growth factor receptors (Table 2.5) link the information from the extracellular environment
(the growth factors) to a number of different intracellular signaling pathways. These genes, when mutated,
make up a large proportion of the oncogenes. The most important of the growth factor receptors with respect
to malignant transformation are the transmembrane receptor tyrosine kinases although other receptors such
as the hemopoiesis growth factor receptors and steroid receptors also play a role. At least 58 different
transmembrane receptor tyrosine kinases have been recognized [10,11]. The protein tyrosine kinases show a
high degree of sequence homology particularly in the catalytic domain and are found only in metazoans.

The receptor tyrosine kinases possess an extracellular ligand-binding domain, a transmembrane domain
and one or two intracellular catalytic kinase domains responsible for transducing the mitogenic signal
(Figure 2.6). Binding of the growth factor results, in most cases, in receptor dimerization. This in turn leads
to activation of their intrinsic kinase activity with subsequent autophosphorylation of specific tyrosine
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Figure 2.4

Examples of (a) DMs and (b) HSRs (arrowed). Figure courtesy of Dr J.Waters, NE London Regional Cytogenetics
Laboratory, Gt Ormond St. Hospital. Adapted from [1].
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residues. These phosphorylated residues mediate the specific binding of cytoplasmic signaling proteins
containing src homology-2 (SH2) domains such as the GTPase activating protein for RAS and
phosphatidylinositol 3-kinase (PI3-K) (see below) (Table 2.6). These create the assembly of a’signal
particle’ on the inner surface of the membrane which transmits the signals that mediate the pleiotrophic
responses to the growth factors via the intracellular signaling pathways (Figure 2.7). As these receptors are
important in the development and progression of cancers they have become the focus of interest for the
development of novel targets for anticancer therapy [12]. The majority of these receptors are well studied
(see [10] for an extensive list of reviews of specific receptors). Several, such as EGFR, PDGFR and TGFR,
were amongst the first to be studied and shown to have a major role in tumor development.

Over 20 years ago, EGFR was shown to be the proto-oncogene of the mutant constitutively active viral
oncogene v-erbB. The epidermal growth factor receptor family, which consists of four receptors, EGFR
itself (also known as HER1) and HER2–4, interacts with a wide range of downstream signaling pathways to
regulate cell growth, differentiation and survival [13]. Overexpression of these genes has been implicated in

Figure 2.5

Cellular functions of proto-oncogene products.

Table 2.4 Role of proto-oncogene products in the cell: growth factors
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a wide range of tumors and the mechanism of signal transduction by this family has revealed major
therapeutic  targets. An antibody to HER2 (Herceptin) has been widely evaluated for the treatment of breast
cancer [14].

Platelet-derived growth factor receptor (PDGF-R) was also one of the earliest growth factor/receptor
pathways to be identified and shown to constitute a family of ligands and receptors, primarily PDGF-R a
and  Again these receptors have been shown to be novel therapeutic targets and the tyrosine kinase
inhibitor Imatinib, originally developed for treatment of chronic myeloid leukemia by blocking activity of
the BCR-ABL oncoprotein (see below, Sections 11.5 and 13.2.2), has also been shown to inhibit PDGF-R.

Transforming growth factor receptors are serine/threonine kinases rather than tyrosine kinases. There are
two recognized receptors, types I and II, which operate via an unusual mechanism. TGF  binds to TGF -RII
and this complex then rapidly leads to phosphorylation of TGF -RI. TGF -RI in turn phosphorylates and
activates members of the Smad proteins which transduce signals from cytoplasm to nucleus [15].

Table 2.5 Role of proto-oncogene products in the cell: growth factor receptors

Figure 2.6

Structure of four representative transmembrane tyrosine kinase receptors showing the extracellular, transmembrane and
cytoplasmic domains. Lig: Ligand binding domain, CRD: Cystine rich domain, Ig: Immunoglobulin like domain. Cad:
Cadherin domain, Ab: Acid box.
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Signal transducers

The proteins recruited following receptor activation belong to the third group of protooncogenes, the signal
transducers. Included in this group are the cytoplasmic nonreceptor tyrosine kinases, other proteins with
enzyme activity such as phospholipase C  (PLC ) and PI3-K and the group of adaptor proteins such as Grb2.
Many of these proteins have SH2 and SH3 domains. The SH2 domain is highly conserved in proteins
involved in signal transduction and recognizes phosphorylated tyrosine residues and the SH3 domain
recognizes proline-rich motifs present in signaling proteins and cytoskeletal proteins.

Many of the receptors described above utilize common signaling pathways through which they can
transmit their signals and although a variety of intracellular signal transduction pathways exist (see http://
biocartal.epangea.net/for diagrams of all major signaling pathways), three major pathways are recognized.

Table 2.6 Role of proto-oncogene products in the cell: signal transducers

Figure 2.7

Activation of the transmembrane tyrosine kinase receptors leading to four downstream signaling pathways, (a) Growth
factors and their receptor; (b) growth factor binding to its receptor; (c) receptor dimerization; (d) receptor
phosphorylation on specific tyrosine residues; (e) receptor activation and downstream signaling.
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These are the PI3-kinase (PI3-K)/AKT pathway, the RAS/mitogen-activated protein kinase (MAPK)
pathway and the JAK/signal transducers and activators of transcription (STATs) pathway (Figure 2.8).

Many growth factors such as IGF and PDGF as well as cytokines such as interleukin 3 transmit signals
via the PI3-K pathway. PI3-K is composed of two subunits—the p110 catalytic subunit and the p85 adaptor/
regulatory subunit. Following receptor phosphorylation, binding of the p85 subunit to the growth factor
receptor occurs via its SH2 domain. This in turn activates the p110 subunit leading to an increase in its
enzymatic activity. The immediate result of this is the generation of phosphatidylinositol phosphates (PIPs).
These lipid messengers are then binding sites for a further group of proteins which possess a pleckstrin
homology domain which, in PI3-K signaling, primarily involves AKT, also known as protein kinase B, and
3’-phosphoinositide-dependent kinase-1 (PKD-1) both of which are central to PI3-K activity. Binding of
AKT to the PIPs result in its translocation to the plasma membrane where it is itself phosphorylated to
activate it. Phosphorylation is achieved through interaction with PKD-1. At least 13 substrates for AKT
have been recognized [10] which fall into two main groups: (a) regulators of apoptosis such as BAD and the
Forkhead transcription factors and (b) regulators of cell growth including protein synthesis and glycogen
metabolism and cell cycle regulation [16]. The end result of this signaling pathway is therefore the
promotion of cell survival and opposition of apoptosis.

Figure 2.8

The three main signaling pathways activated by growth factor binding to receptors.
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Many of the growth factors that activate the PI3-K pathway also activate the RAS/MAPK pathway. The
RAS gene is one of the best studied of all of the oncogenes and the family consists of three members HRAS,
KRAS and NRAS. RAS encodes the G protein, p21, which cycles between a GDP-bound inactive protein and
a GTP-bound active protein. Conversion between the active and inactive state is a tightly regulated event.
The exchange of GDP for GTP to activate RAS is promoted by the nucleotide exchange factor, SOS [17].
Inactivation occurs by hydrolysis of GTP to GDP and is promoted by GTPase activating proteins called
GAPs. Activation of RAS occurs following growth factor or cytokine interaction with cell surface receptors
as described above. As SOS is a cytoplasmic protein, activation of RAS requires firstly that SOS is
translocated to the cell membrane, a process mediated by the adaptor protein Grb2 with which SOS is
complexed in the cytoplasm in its resting state. The signaling process therefore involves tyrosine
phosphorylation of the growth factor receptor, binding of Grb2 to the receptor via its SH2 domain and
translocation of SOS to the membrane. Interaction of inactive RAS with SOS leads to GDP/GTP exchange
leading to its activation (Figure 2.9). An alternative scenario involves a third adaptor protein, She, which is
phosphorylated by growth factors leading to its association with the Grb2/SOS complex. The functional
consequences of this process are then the same as when Grb2/SOS interacts directly with the receptor.

The next stage of the pathway involves the MAP kinases (MAPKs). Activation of RAS results in a
conformational change which allows it to interact with downstream effectors. It binds to the serine/
threonine kinase, RAF, recruiting it from the cytoplasm to the plasma membrane. Activated RAF in turn
then phosphorylates and activates its substrate MAPK/ ERK kinase (MEK) on two serine residues in the
kinase domain. MEK then binds to and activates a further kinase, ERK. Activated ERK can translocate to
the nucleus thereby providing a link between extracellular signals, intracellular signaling pathways and the
response in terms of transcriptional activation. The main targets of ERK are transcription factors such as
MYC and FOS or components of the cell cycle machinery such as cyclin D1 [18]. This pathway has been
implicated in contributing to many of the hallmarks of a cancer cell including immortalization, growth factor-

Figure 2.9

Activation of RAS and the downstream signaling pathway. Following receptor activation, the Grb2/SOS complex is
recruited from the cytoplasm and binds to the receptor via the SH2 domain of Grb2. This converts inactive RAS bound
to GDP to the active form bound to GTP. Once active RAS triggers the next stages of the pathway.
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independent growth, ability to invade and metastasize and avoidance of apoptosis. RAS is also active in
other signaling pathways and in particular has been shown to activate the PI3-kinase pathway by binding to
the catalytic subunit of PI3-K.

The Janus protein tyrosine kinases (JAKs) are cytoplasmic tyrosine kinases and are the main mediators of
cytokine signaling pathways, such as the interleukin 3 pathway, and also of some receptor protein tyrosine
kinases. The family is composed of four members, TYK2, JAK1, JAK2 and JAK3, and differs in structure
from other tyrosine kinases particularly in the lack of an SH2 or SH3 domain. Their substrates are the STAT
(signal transducers and activators of transcription) family of transcription factors of which seven are known
and which are composed of a DNA-binding domain and a C-terminal SH2 domain [19]. Cytokine receptors
are phosphorylated by JAKs following ligand binding. These phosphorylated residues bind STATs through
their SH2 domains leading to STAT oligomerization. Dimeric STATs are released from the receptor and
translocate to the nucleus where they activate transcription. As before, there is however cross talk between
signaling pathways. PI3-K also interacts with STATs and growth factors such as EGF and PDGF will also
activate the pathway following interaction with their own receptors. Aberrations in the JAK/STAT pathway
are primarily associated with the development of some leukemias and B cell malignancies (see
Section 11.5).

The cytoplasmic tyrosine kinases, such as SRC and ABL, are also important in receptor signaling
pathways. Approximately half of the 32 known kinases have been implicated in human cancers [10]. The
cytoplasmic tyrosine kinase domain is in the carboxy terminus of the protein and all the tyrosine kinase
oncogene proteins show homology in this domain.

SRC is a nonreceptor protein kinase which transduces signals involved in processes such as proliferation,
differentiation, motility and adhesion [20]. The activated form of the SRC cytoplasmic tyrosine kinase gene
was one of the first oncogenes to be identified through studies on the Rous sarcoma virus, a chicken tumor
virus which was the subject of intensive investigation in the 1960s and 70s. It was the discovery of reverse
transcriptase, an enzyme, which led to major developments generally in molecular biology which was used
to synthesize v-src and eventually led to identification of the cellular homolog SRC. The SRC subfamily has
two homologous domains not found in the receptor tyrosine kinases family, the SH2 and SH3, domains as
described above. As with receptor tyrosine kinases, there is tight control of SRC through intramolecular
interactions. An important mechanism for its regulation is by control of its phosphorylation status
particularly at two tyrosine residues. SRC is maintained in its inactive form by suppression of its kinase
activity through phosphorylation of a specific tyrosine residue (Tyr530) in the carboxy terminus of the
protein and interaction of this residue with the SH2 domain. Other intramolecular interactions between the
SH3 domain and a linker region between the SH2 domain and the kinase domain also play a role in
suppressing SRC activity. A second tyrosine (Tyr419) is also important in regulation of SRC and, when
phosphorylated, is a positive regulator of SRC activity. Binding of ligands to receptor tyrosine kinases such
as the PDGFR or dephosphorylation of Tyr530 by protein tyrosine phosphatases, results in SH2
displacement from the phosphorylated Tyr530 relieving the inhibitory constraints on the kinase. This results
in autophosphorylation of the Tyr419 residue and stabilization of the active conformation. In turn this
results in activation of downstream signaling pathways such as RAS/MAPK or PI-3 kinase.

The product of the ABL gene is also a cytoplasmic tyrosine kinase which is found in both nucleus and
cytoplasm and the gene was one of the first to be identified through a consistent chromosomal translocation
seen in chronic myeloid leukemia. The result of the chromosome translocation seen in leukemias is the
production of the BCR-ABL fusion gene (see Sections 2.2.2 and 11.5). The product of the ABL proto-
oncogene has a number of features in common with that of the SRC gene in that it has both SH2 and SH3
domains, a kinase domain and two C terminal domains—a DNA-binding domain and a domain through
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which it can bind to actin. The gene comprises two alternate first exons, 1a and 1b, with an exceptionally
long intron between them. Two transcripts, 1a and 1b, are produced due to alternate splicing. The b form is
myrostilated at an amino terminal glycine which directs the protein to the plasma membrane whereas the a
form, containing the amino terminal part of the protein encoded by exon 1a, lacks the myrostilation signal
and is predominantly present in the nucleus [21]. The ABL protein has a function in cell cycle regulation
and is found complexed to the RB tumor suppressor protein during G0 of the cell cycle, an association
which suppresses the activity of ABL. During transition from G1 to S, RB is phosphorylated and dissociates
from ABL giving rise to the kinase activity of ABL. The activated protein can subsequently alter
transcription, e.g. by phosphorylating RNA polymerase. Overexpression of ABL results in cell cycle arrest,
suggesting a role for ABL as a negative regulator of cell growth. In addition, nuclear ABL has been shown
to have a role in DNA damage-induced apoptosis.

Nuclear proto-oncogenes and transcription factors

The final group of proto-oncogenes are those involved in the control of gene expression by their action on
DNA itself. This is the final site of action for messages sent from the growth factors and is the level at
which control of growth and proliferation ultimately operates. Several of the proto-oncogene proteins have
been shown to bind to DNA and presumably control the transcription of genes (e.g. MYC, FOS and JUN)
(Table 2.7).

MYC was initially identified as the cellular homolog of the v-myc gene. The MYC family consists of a
number of genes, three of which (MYC, MYCL and MYCN), have been associated with human cancers. MYC
has a role in differentiation, in regulating cell proliferation and in apoptosis [22]. It can drive quiescent cells
into continuous cycling and can prevent cells from exiting the cell cycle [23]. It appears to sensitize cells to
a variety of apoptotic triggers rather than directly inducing apoptosis [24]. The MYC protein, p62, contains
two domains, an N terminal transactivation domain localized to the first 143 amino acids and a C terminal
DNA-binding and dimerization domain with a leucine zipper motif (HLH/LZ standing for basic helix-loop-
helix leucine zipper). Immediately N terminal to the dimerization domain is a domain rich in basic amino acids
which directly contacts specific DNA sequences within the DNA major groove [22]. MYC has been shown
to act in conjunction with a second protein, MAX, and these heterodimers bind to target sites to
transactivate genes via the MYC transactivation domain. Binding occurs at a specific DNA recognition
sequence, the so-called E box element, that contains a central CAC(G/A)TG motif found in the promoter of
a number of genes shown to be regulated by MYC. However the model is complicated by the identification
of the MAD family of proteins. These proteins are capable of transcriptional silencing by histone
deacetylation. Two of the family, MAD and MXI-1 (MAD 2), can also dimerize with MAX. These dimers
bind to the same motif as MYC/MAX dimers. Changes in the level of expression of the four genes in
response to growth stimuli lead to alterations in the composition of the two types of dimer which have
opposite effects on regulation of expression. Stimulation of   cells leads to the increase in expression of
MYC and hence to the production of MYCMAX dimers. Withdrawal of mitogens or the removal of
differentiation stimuli leads to suppression of MYC expression and to an increase in the alternative dimers
MAX-MAD or MAX-MXI-1. MYC/MAX dimers bind to DNA and MYC interacts with the TATA box
binding protein TBP and transcriptional machinery leading to activation of target genes (Figure 2.10). In
contrast, following DNA binding, MAX/MAD dimers recruit a number of proteins including those with
histone deacetylation activity. This deacetylation process locks up the DNA in nucleosomes preventing
transcription. Many genes have been implicated as the targets transactivated by MYC. Some, such as the
cyclins and cyclin-dependent kinases, are involved in cell growth [25], others, such as LDH-A, are involved
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in growth and metabolism. The more recent finding is the association of MYC with apoptosis and it is
assumed that MYC affects transcription of genes in the apoptotic pathway. In addition, MYC has been
identified as an inducer of telomerase activity [22].

FOS and JUN are also transcription factors belonging to the AP-1 transcription family which dimerizes
and regulates transcription from promoters containing AP-1 DNA-binding sites found in genes associated with
proliferation and differentiation [26]. Dimerization occurs via a region known as the leucine zipper region
and these proteins can then bind  to DNA through a region rich in basic amino acids in a sequence-specific
manner. Both FOS and JUN also contain a number of activation domains. Activity of FOS and JUN is
under tight control in the cell and they are regulated by phosphorylation of specific amino acids. It is now
clear that Jun amino terminal kinase (JNK) is responsible for phosphorylating JUN at positions 63 and 73
enhancing JUN-dependent transcription.

As described above, the various groups of proto-oncogenes perform major functions in the cell. It might
therefore be expected that any disruption in their expression would lead to disruption in the control of that
cell. The various mechanisms by which the protooncogenes are activated to produce a gene with oncogenic
potential are described in the next section.

2.2.2
Mechanisms of oncogene activation

There are three main ways, structural alteration, gene amplification and deregulated expression, by which
proto-oncogenes are activated and examples are given in Table 2.8.

Structural alteration

The first mechanism is production of an abnormal product which can occur in a number of ways. Point
mutations have been described in several oncogenes but have been studied most extensively in genes of the
RAS family. Amino acid substitutions have been detected, particularly at positions 12, 13 and 61, in up to
30% of tumors including breast, lung and colon. Activation of the protein to an oncogenic form is also
possible at positions 56, 63, 116 and 119, but these changes have not been seen in human tumors. These
substitutions all alter the structure of the normal protein resulting in abnormal activity. Mutant RAS is
locked in its activated state bound to GTP, circumventing the need for growth factor stimulation, resulting
in constitutive signaling.

Point mutations which promote receptor dimerization in the absence of growth factor binding are a
general mechanism of activation of some of the receptor tyrosine kinases. Classically this has been
described in the RET gene in the inherited disorders, familial medullary thyroid cancers (FMTC) and multiple

Table 2.7 Role of proto-oncogene products in the cell—proteins acting in the nucleus and transcription factors
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endocrine neoplasia types 2A and 2B (MEN2A and MEN2B, see Section 5.7.2) [10]. In FMTC and
MEN2A, mutations in the extracellular domains at conserved cysteine residues cause formation of
intermolecular disulfide bonds between RET molecules leading to constitutive dimerization and activation.
In MEN2B, the common methionine to threonine mutation at codon 918 results in increased kinase activity
of the protein without the need for dimerization. A point mutation in the transmembrane domain of the NEU/
HER2 proto-oncogene results in a valine to glutamic acid substitution causing receptor dimerization and
kinase activation in the absence of ligands.

Larger structural alterations are found following chromosomal translocations as described in many
lymphomas and leukemias [27]. One of the best studied of these is the  9;22 translocation found in CML which
places the ABL oncogene on chromosome 9 next to the breakpoint cluster region (BCR) of the Philadelphia
gene on chromosome 22. The fusion gene produced in this process produces a fusion protein with
constitutive protein tyrosine kinase activity (Figures 2.11 and 11.4). The dimerization domain of the BCR
region of the fusion protein moderates homo-oligomerization of BCR-ABL. This leads to cross-
phosphorylation of tyrosine residues of the protein which subsequently form docking sites for several
adaptor molecules thereby activating signaling pathways such as the RAS-MAPK, JAK-STAT and PI3-K

Figure 2.10

Mechanism for the role of MYC, MAX and MAD proteins in transcriptional activation, (a) The MYC-MAX
heterodimer is bound to the E box CAC(G/A)TG motif. MYC can then interact with the TATA-binding protein (TBP)
leading to transcriptional activation, (b) Withdrawal of mitogens or removal of differentiation stimuli leads to
suppression of MYC expression and results in MAX-MAD dimers. These bind again to the central motif which results
in recruitment of mSin3, the transcriptional co-repressor N-Cor and histone deacetylases (HDAC). HDAC then
deacetylates histones locking them in the nucleosome and consequently results in repression of transcription.
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pathways [21]. A further important aspect of BCR-ABL signal transduction is the cytoplasmic localization
of the chimeric protein circumventing ABL’s role in the nucleus to mediate DNA damage-induced
apoptosis.

Subsequently, many other examples of translocations resulting in the creation of fusion genes have been
identified and in many, but by no means all, cases these have been shown to involve transcription factors
leading to disruption of transcriptional control. Alveolar rhabdomyosarcomas have been associated with 2;
13 and 1;13 translocations (see Section 12.5). These translocations place the PAX3 or PAX7 genes,
members of the paired box transcription factor family, next to the FKHR gene which also belongs to a
transcription factor family known as the ‘forkhead’ family [28]. A fusion gene is produced which is made
up of the DNA-binding domain of PAX3 and PAX7, and the FKHR transactivational domain. The fusion
gene products activate transcription from PAX binding sites at a level 10–100 fold that of the wild-type
PAX proteins. This increased function results from the insensitivity of the FKHR activation domain to the
inhibitory effects of the N terminal PAX domains. In addition there are increased levels of the fusion protein
produced, in the case of the PAX7-FKHR fusion as a result of in vivo amplification mechanism and in the
PAX3-FKHR protein due to a copy number-independent increase in transciptional rate. Finally the fusion
proteins show exclusively nuclear localization.

Another cause of oncogenic mutation of proto-oncogenes can be production of a truncated form of the
protein. A C to T transition mutation has been identified in SRC in a subset of colorectal tumors which
results in the truncation of the SRC protein at tyrosine 530 [29]. This protein has increased tyrosine kinase
activity as it lacks the Cterminal amino acids required for binding to the SH2 domain which establishes the
inactive complex. 

Amplification

The second mechanism of activation is overproduction of the normal protein by amplification of the proto-
oncogene. For example, amplification of the MYC gene is found in some cancers (see Figure 12.3) seen
microscopically as DMs or HSRs. Amplification of the MYCN gene is consistently associated with late-
stage neuroblastomas (see Section 12.4). In breast cancer, amplification of the HER2 gene is a common finding
and has been shown in many studies to be an independent prognostic indicator predicting a more aggressive
disease behavior in node-positive patients (see Section 9.2.2) [30]. Overexpression of EGFR has been
shown to be a strong prognostic indicator in head and neck cancer, ovarian, cervical, bladder and
esophageal cancers [31]. The RAS oncogene, which is frequently activated by point mutation, has also been
found to be amplified in certain human tumors.

Table 2.8 Mechanisms of oncogene activation
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Deregulated expression

The third mechanism of activation occurs through loss of appropriate control mechanisms. This mechanism
of activation is typified by activation of the MYC oncogene in Burkitt’s lymphomas (see Section 11.3).
Expression of MYC is normally under very fine control. In Burkitt’s lymphoma, the MYC gene is
translocated to one of the immunoglobulin loci in virtually every case of the disease. The translocation between
chromosomes 8 and 14 involving MYC and the immunoglobulin heavy chain gene is seen in approximately
80% of cases of Burkitt’s lymphoma (Figure 2.12) [32]. In the remaining cases the translocation involves
either the K light chain gene on chromosome 2 or the  light chain gene on chromosome 22. Breakpoints can
occur either in the first intron or exon 1 of MYC, immediately 5′ to the MYC gene or distant to the gene by
up to 100kb. In all cases the two coding exons, exons 2 and 3 of MYC are intact. The effect of the
translocation appears therefore to involve the deregulation of MYC gene expression probably involving
regulatory elements from the immunoglobulin loci. This results in overexpression of the MYC gene with
continuous signaling and consequent cell proliferation. MYC is also involved in other hematological
malignancies. In some cases of T cell ALL, the MYC gene is translocated into one of the T cell receptor loci.
In multiple myeloma translocation of MYC also occurs into one of the immunoglobulin loci but here, unlike
in Burkitt’s lymphoma, the translocation is likely to be a secondary event.

There is no single consistent mechanism of activation of any one oncogene. Thus RAS is primarily
activated by point mutation but amplification is also found; MYC is amplified in many tumors but abnormal
expression is also associated with deregulation following  chromosomal translocation. Whatever the
mechanism for the activation of these genes, the end result is to produce a protein which can cause
abnormal growth.

2.3
Oncogenes in human tumors

In most groups of tumors so far examined for the presence of an oncogene, such a gene has been found. A
few of the most common tumors and associated oncogenes are shown in Table 2.9 but the list is far from
complete. The value of these oncogenes as diagnostic or prognostic markers is discussed fully from

Figure 2.11

A partial karyotype showing the Philadelphia chromosome produced by the t(9:22) in CML. Photograph courtesy of
Dom McMullan, West Midlands Regional Genetics Service, Birmingham, UK.
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Chapter 5 onwards. Recently it has been shown that the RET oncogene is the causative gene in an inherited
cancer syndrome, multiple endocrine neoplasia type 2A (MEN2A) [10]. Mutations in other proto-oncogenes
are, however, very rarely the cause of familial cancers as they are likely to be lethal. In many tumors such
as Burkitt’s lymphoma or CML, the presence of the oncogene is likely to have an important, although not
necessarily primary, role in the development of the tumor. In the majority of other tumors it is not clear
exactly what role the presence of the oncogene has to play in the development of the cancer. Some
oncogenes are likely to be detected not because they have been specifically activated, but because control of
normal cell growth has been disrupted, leading to their subsequent activation.

Here we need to return to the concept of cancer as a phenotype which arises following a number of
sequential alterations in the cell. It was stated earlier that a single mutational event was not enough for a
tumor to develop. Examples of oncogenes have been described here however which act in a dominant
manner and which in some cases have been detected only by their ability to transform the NIH-3T3 cell line.
This experiment needs to be seen in perspective. The NIH-3T3 cell line is not normal but has undergone a
number of mutational events during its establishment in culture. Insertion of a single oncogene into a totally
normal cell line will not cause it to transform without considerable manipulation of its expression. Much
evidence now suggests that there is collaboration between different oncogenes and that this is necessary to
produce the fully transformed phenotype.

It is possible to divide oncogenes broadly into two groups based on their phenotypes in transformation
assays. The first group, such as MYC, FOS or JUN, belongs to the immortalization group. The second group
e.g. RAS, belongs to the transformation group. In model systems, it was initially demonstrated that whereas
a single oncogene was insufficient for transformation, collaboration between genes, one from each group,
could result in full transformation. Some of the observations have been demonstrated more directly in
transgenicmice. In this model, a fragment of DNA containing an oncogene linked to a suitable promoter can
be injected into a fertilized mouse egg. Often this recombinant fragment of DNA is integrated into the
mouse genome and may be expressed in many tissues or only a few depending on the tissue specificity of
the promoter. When this was tried with either MYC or RAS alone, few of the progeny produced tumors,
although the introduced gene was generally expressed. Only the occasional cell which had undergone further
changes became transformed. Not all the progeny from a cross between two transgenic mice, one carrying
MYC and the other RAS, developed tumors, although an increase in the number of tumors was seen
compared with either parent [33].

Figure 2.12

Karyotype from a Burkitt’s lymphoma containing a t(8;14). Figure courtesy of Dom McMullan West Midlands Regional
Genetics Service, Birmingham, UK.
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This interaction between the oncogenes is only one of the processes involved in malignant development.
We now know that a further group of genes, which act in a growth-regulatory, rather than a growth-
promoting, fashion, are also involved with each other and with the oncogenes. These genes are the subject of
the next chapter.
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3
Tumor suppressor genes

3.1
Introduction

Table 3.1 Tumor suppressor genes associated with human cancers
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A second group of genes that plays an important role in tumorigenesis are the tumor suppressor genes.
These are defined as genes involved in the control of abnormal cell proliferation and whose loss or
inactivation is associated with the development of malignancy. They act therefore by effectively inhibiting
or putting the brake on cell growth and cell cycling. These genes are recessive at the level of the cell
although they show dominant inheritance when associated with a familiar cancer syndrome (see below).
Both copies of the gene have to be mutated before tumors develop. Several dozen tumor suppressor genes
have now been identified associated with human tumors (Table 3.1). 

The literature abounds with different names for these genes which may cause some confusion including:
ortho-genes, emerogenes, flatogenes and onco-suppressor genes. Most commonly, they are described as
tumor suppressor genes or antioncogenes. As the genes do not always act directly on an oncogene, this
latter term is a misnomer. The term tumor suppressor gene also has its limitations; as the control of growth
is likely to involve a number of genetic mechanisms, it is unlikely that a single gene can abrogate all of
them. However this term is the most commonly used and will be used here. As our understanding of how
these genes function grows and as more are identified, defining exactly how a tumor suppressor functions is
increasingly difficult. It is now complicated by the addition of extra terms such as caretaker, gatekeeper and
landscaper genes as described later in the chapter.

This chapter will describe the method of detection of the tumor suppressor genes and the function of
some of the better-understood protein products. The clinical aspects of these genes are considered in
Chapter 5.

3.2
Evidence for the existence of tumor suppressor genes

Tumor suppressor genes are more difficult to identify than oncogenes. Introduction of an oncogene into an
untransformed cell culture and identification of the resulting transformed colonies is relatively
straightforward. It is not as easy to identify untransformed revertants on a background of transformed cells.
Two different techniques have been used to establish the existence of tumor suppressor genes in man. These
are: (1) the suppression of malignancy in somatic cell hybrids; and (2) a consistent loss of chromosomal
regions, initially seen in hereditary cancers and subsequently also shown in sporadic cancers.

3.2.1
Suppression of malignancy by cell fusion

The earliest evidence for tumor suppressor genes predates the discovery of oncogenes by over 20 years.
Harris and colleagues showed that when malignant cells were fused with normal diploid cells, the resulting
hybrids were nontumorigenic as determined by their inability to grow in immunocompromised hosts [1, 2]
(Figure 3.1). This suppression of  malignancy was dependent on retention of a specific chromosome. As the
hybrids were unstable, there was random loss of chromosomes and when a particular chromosome was lost,
malignant clones were once again capable of growth in vivo. The assumption was that the chromosome
which was lost contained the tumor suppressor gene(s). Fusion of two malignant cells also gave rise to
nontumorigenic hybrids suggesting complementation between lesions. Detailed cytogenetic analysis of
hybrids has identified specific chromosomes involved in the suppression of the malignant phenotype. For
example, the presence of chromosome 11 from the normal partner is necessary to maintain the suppression
of the malignant phenotype when HeLa cervical carcinoma cells are fused with normal fibroblasts. This
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result was confirmed by introducing a single fibroblast chromosome 11 into HeLa cells by microcell fusion
resulting in suppression of the malignant phenotype of the cervical cancer cells [3].

Although tumorigenesis is suppressed in hybrids between HeLa cells and normal fibroblasts, the hybrids
still behave as transformed cells in vitro. This suggests that transformation and tumorigenicity are under
separate genetic control. Other characteristics of tumor cells, such as immortalization and metastatic ability,
can also be suppressed in hybrids, suggesting that a number of different genes are involved in the tumorigenic
phenotype [3].

Reversion of the malignant phenotype can also be demonstrated in the presence of an activated oncogene.
Nontumorigenic hybrids have been produced following fusion of cell lines carrying either activated NRAS or
HRAS genes with normal fibroblasts. These phenotypically normal hybrids, and also tumorigenic revertants,
still express the product of the respective oncogene [3].

3.2.2
Tumor suppressor genes in hereditary cancers: the retinoblastoma model

A second piece of evidence for the existence of tumor suppressor genes came from studies of hereditary
cancers. These are cancers with a clear pattern of inheritance, usually autosomal dominant, a tendency for
earlier age of onset of tumors than that seen for sporadic tumors and the frequent occurrence of multiple
tumors, both synchronous and metachronous.

The prototype for studies on hereditary cancers is retinoblastoma, a childhood cancer of the retina which
occurs in both sporadic and familial forms (Figure 3.2). Forty percent of cases are hereditary, transmitted as
an autosomal dominant trait. Of these cases around 10–15% are transmitted from an affected parent, the
remainder arising as de novo germ-line mutations, more usually on the paternal germ-line than the maternal

Figure 3.1

Production of somatic cell hybrids. Adapted from [2].
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[4]. Tumors frequently  arise in both eyes, the average number of tumor foci being three to five. The
remaining 60% of cases are sporadic and characteristically tumors are seen in only one eye. In 1971, from
studies of age/incidence curves, Knudson [4] postulated that the disease arose from two sequential
mutational events. In the hereditary form of the disease, one mutation is inherited in the germ-line and is
phenotypically harmless, confirming the recessive nature of the mutation at the cellular level. A second
‘hit’, occurring in a retinal cell, causes the tumor to develop (Figure 3.3). As there are a large number of
retinoblasts in the eye (over 107), which are all at risk because they already carry one mutation, a second
‘hit’ will occur frequently enough to cause a high proportion of tumors in at least one eye and often in both.
In the sporadic form of the disease, both mutations occur in the somatic tissue (Figure 3.3). The probability
of two mutations occurring in the same cell is low, therefore the disease is primarily unilateral [5].

This ‘two-hit’ hypothesis was subsequently confirmed by identification of mutations or deletions of the
retinoblastoma gene itself. Before this could be done, the retinoblastoma locus had to be mapped to a
specific chromosome. A number of patients with retinoblastoma were identified who had a cytogenetically
visible deletion in the region of band q14 of chromosome 13 (Figure 3.4) and it was inferred that the
retinoblastoma gene (RB1) lay in this region [6]. Linkage of the RB1 gene to the polymorphic enzyme,
esterase D, which had been mapped to 13q14, further supported this location [7]. Retinoblastoma patients with
deletions of chromosome 13q14 also showed quantitative differences in the expression of esterase D [8]. These
studies suggested that in tumors there was loss or deletion of part of chromosome 13 and it was assumed
that there was a mutation in the RB1 gene on the remaining copy of chromosome 13.

This pattern of mutation and allele loss was confirmed at the molecular level by Cavanee and colleagues
[9] using the loss of heterozygosity test which has become widely used for  the detection of tumor
suppressor genes. Initially, the loss of heterozygosity test depended on the use of restriction fragment length
polymorphism (RFLP) analysis. These RFLPs are present throughout the genome and are seen as variable
lengths of DNA fragments generated by restriction enzyme digestion of genomic DNA and are detected by
DNA probes specific for the DNA region of interest (Figure 3.5). With the development of PCR, the
technique more commonly makes use of microsatellite markers which are also distributed throughout the
genome but which are more useful than RFLPs because of the greater number of alleles present at any one
locus. At the time the retinoblastoma gene was studied, only RFLP analysis was available and the probes
selected for their detection were located on chromosome 13q. Patients suitable for study were those who
had different-sized fragments of DNA (alleles) on each of the two chromosome 13s in their somatic tissue,
that is, they were heterozygous. When DNA from tumors from the same patients were analyzed, only one of

Figure 3.2

Eyes from two patients with retinoblastoma tumors, Ilustration courtesy of the Retinoblastoma team, Birmingham
Children’s Hospital.
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the two alleles was present (Figure 3.5). This loss of heterozygosity (LOH) can occur by a number of
possible mechanisms (Figure 3.6), including loss of the normal chromosome possibly followed by
reduplication of the abnormal one, an interstitial deletion of the normal chromosome, or a recombination
event resulting in two copies of the deficient allele. Most of the mechanisms shown in Figure 3.6 result in
loss of heterozygosity along the majority of the chromosome, the exception being a second point mutation
[9]. Recently it has been shown that inactivation of the second copy of tumor suppressor gene can occur due
to methylation and transcriptional silencing [10].

LOH studies helped to narrow the region in which the RB1 gene lay. It was then isolated by a ‘positional
cloning’ approach. A molecular clone was first identified which was shown to be deleted in retinoblastoma
tumors [11]. Based on the assumption that this sequence must lie close to the RB1 gene, a number of
chromosome walks were carried out and fragments of DNA present in single copies were identified. These
were used to probe DNA from humans and other species and one sequence was found to be conserved
across species suggesting that it was perhaps a coding exon of a gene. Hybridization of this sequence to
RNA from retinal cell lines showed that it recognized a 4.7 kb mRNA. Finally, the conserved sequence was
used to isolate a cDNA clone containing the RB1 gene [12]. There were several lines of evidence which
verified that this was the correct sequence: (1) mutations were identified in the patients and their tumors
[13]; (2) absence or abnormal expression of the 

RNA transcript was detected in tumors [14]; and (3) a structural change in the fibroblasts of a patient with
bilateral disease and a second mutation in the tumor was detected, confirming Knudson’s hypothesis [14]. The
native RB protein was isolated using antisera raised against a synthetic fusion protein, which had been

Figure 3.3

The origin of hereditary and sporadic retinoblastomas. RB1=mutant copy of retinoblastoma gene,+=wild-type copy of
gene. Adapted from [2].
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produced by inserting part of the RB1 cDNA into an expression vector [15]. The tumor suppressor nature of
RB was shown by the introduction of a single copy of RB1 into tumor cell lines lacking the gene resulting in
complete or partial suppression of the tumorigenic phenotype [16].

3.3
Retinoblastoma—RB1

The RB1 gene spans approximately 180 kb of DNA and is made up of 27 exons which encode a 110 kDa
nuclear phosphoprotein [17]. RB belongs to a three-member family of proteins, RB itself, p107 and p130
which together are termed the pocket proteins and which show greatest homology in the pocket domain. All
three show functional similarities but also show significant differences primarily with the proteins through
which they interact. The RB protein contains 928 amino acids split into four domains, the N terminal
domain, the R-motif, the A/B pocket and the C terminal domain [18], The A/B domains together form a
functional repressor motif through which the majority of RB’s 100-plus associated proteins interact [19].
The C terminal is important for growth suppression and interacts with and regulates the A/B domain. This
domain also contains most of the motifs through which RB is phosphorylated and contains a nuclear
localization signal. The N terminal region is less well defined but appears to be important for the tumor
suppressor function of RB, possibly by determining the conformation state of the protein. The protein has a
gatekeeper role in cell proliferation, acting via transcription factors to prevent the transcriptional activation
of a variety of genes, the products of which are required for the onset of DNA synthesis, the S phase, of the
cell cycle [19, 20]. In addition to cell cycle control, RB has a number of other roles regulating a variety of
cellular processes including differentiation, DNA replication and apoptosis [19, 20].

Figure 3.4

Deletion of 13q14 as seen in retinoblastomas. Photo courtesy of the West Midlands Regional Genetics Laboratory.
Adapted from [2].

TUMOR SUPPRESSOR GENES 39



3.3.1
Cell cycle regulation of RB

The cell cycle consists of the DNA synthesis phase (S) and cell division at mitosis (M) separated by two gap
intervals G1 and G2 (see Chapter 4). Upon growth factor stimulation, cells move from the resting phase, G0,
into G1. Cycling will stop at this stage if mitogenic signals are removed prior to a specific point—the
restriction point (R)—at the end of G1 and will return to G0. Once past this point, cycling will continue even
if stimulants are removed. It is at R that many of the signaling pathways which assist passage through R
converge on the RB signaling pathway [19]. RB function is regulated by phosphorylation in a cell cycle-
specific manner and occurs at 16 serine and threonine sites recognized by the cyclin-dependent kinases
(CDKs), complexed with the cyclins (Figure 3.7). It is hypophosphorylated in the G0/G1 phase of the cycle,
hyperphosphorylated prior to G1/S transition and throughout S, in at least a two-step process, and

Figure 3.5

RFLP analysis as a means of detecting loss of heterozygosity. (a) On the left two chromosome 13s are shown, one
carrying the normal copy of the retinoblastoma (+) and one carrying a mutated copy (RB1). The chromosomes on the
right show a deletion of the wild-type allele. Near to the gene is an RFLP showing two alleles which are of different
sizes when analyzed as shown in (b) and (c). (b) Black arrows indicate common restriction sites present on all
chromosomes and the purple arrow indicates a polymorphic restriction site which creates the smaller allele A2. (c)
Southern blot analysis with a probe from within the region of chromosome 13. Tumor DNA shows the presence of only
one allele due to the deletion of the part of the chromosome—this results in only one band on the Southern blot, i.e.
heterozygosity is lost. Adapted from [2],
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dephosphorylated as the cell leaves mitosis and goes back to G0 or G1 phase [21]. The phosphorylation state
of the RB protein therefore varies throughout the cell cycle and correlates with its capacity to interact with
the transcription factors described below. Phosphorylation of RB occurs through the action of cyclin D1–3/
CDK4–6 in early G1, by cyclin E/CDK2 in late G1 and early S and by cyclin A/CDK2 in S phase.

3.3.2
RB/E2F pathway

RB does not act directly to repress transcription but does so by interaction with transcription factors and
corepressors, many of which have now been identified [19, 21]. The first of these to be identified was
E2F-1, a member of the E2F family (E2F-1–6). This is a family of sequence-specific DNA-binding
transcription factors which had been shown to regulate expression of genes required for entry into S phase
and for DNA synthesis (e.g. dihydrofolate reductase). Interaction of RB and E2F-1 is stabilized by binding
DP-1, a further E2F-related protein. E2F activates transcription by activating general transcription factors
such as TBP and TF11H and/or by tethering the histone acetylase CBP to promoters. E2F-1 interacts via its
transactivation domain with underphosphorylated RB protein and can then repress transcription by a
number of mechanisms. It can act directly by quenching the transcriptional activity of E2F so long as the
two proteins remain bound. Second, it can quench two activators at the same time—E2F can tether RB to a
promoter leaving it free to simultaneously bind to the activation domain of another activator. Third, it can
repress activators indirectly by recruiting corepressors such as the histone deactylases (HDAC) which bind
RB through its A/B domain. The end result of this is a less-accessible chromatin configuration thereby
repressing transcription of a number of genes including cyclin E. A second type of chromatin-modifying
enzyme which binds to RB is BRG1 and its related protein BRM. This process of transcriptional repression
involves the alteration of higher-order chromatin structure regulated by nucleosome-regulated complexes.
BRG1 and BRM are the mammalian homologs of two yeast proteins which comprise the best studied of
these complexes. So long as RB remains in its hypophosphorylated state it will be associated with E2F and
corepressors such as HDAC. This will maintain the silencing of the gene’s need to progress through R.

Figure 3.6

Mechanism of loss of heterozygosity. (a) Nondisjunction, (b) nondisjunction and reduplication, (c) mitotic
recombination, (d) gene conversion, (e) deletion, (f) point mutation. Adapted from [2].
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Once RB is phosphorylated in the cell cycle-dependent manner described above, these factors are released
allowing initiation of transcription. A model for the control of RB function is shown in Figure 3.7.

3.3.3
RB and apoptosis

Evidence from studies on mouse models of RB indicated the role that this protein plays in apoptosis. Mice
deficient in RB die during embryogenesis and display extensive apoptosis particularly in certain neurons,

Figure 3.7

Mode of action of RB. During G0 RB is underphosphorylated and is bound to the E2F-1 transcription factor complexed
with DP-1 as well as other corepressors such as HDAC and BRG1. As cells exit G0, cyclin D levels rise and CDK4 and
6 are activated. This leads to phosphorylation of RB on its C terminal domain. This dislodges proteins such as HDAC
and releases repression of certain genes including cyclin E. The rise in cyclin E expression leads to CDK2 expression
and further RB phosphorylation within the A domain of the pocket region. This in turn dislodges E2F and corepressors
such as BRG1. All RB-induced repression is therefore removed and genes such as cyclin A and those needed for S
phase entry DNA synthesis are expressed. The cell cycle checkpoint R is released in this process allowing cells to
progress into S phase [adapted from 18, 20].
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hematopoietic tissues, the lens and the liver [22]. The mechanism by which this occurs is still not fully
understood but again E2F plays a major role. Ectopic expression of E2F has been shown to lead to the
induction of apoptosis in tissue culture cells. E2F knockout mice also showed a decreased rate of thymic
apoptosis and equally mice lacking both E2F and RB survive longer than embryos lacking RB alone and
display a significant reduction in apoptosis [20, 22, 23]. Initial evidence has shown that RB-induced
apoptosis involves the p53 tumor suppressor gene (see below). Recent evidence has linked the RB- and p53-
dependent apoptotic pathways by the identification of the ARF gene as shown in Figure 3.8.

3.3.4
RB in human cancers

Analysis of human tumors has shown that there is a wide spectrum of mutations leading to disruption of the
RB/E2F pathway. The majority of RB1 mutations result in truncated unstable proteins which leave E2F-1
free to continually initiate transcription. Interaction of viral oncoproteins with RB also inactivates it,
similarly leaving E2F-1 free and promoting cell growth. RB1 has been found to be mutated in a wide range
of tumors and clinical aspects of mutations are discussed more fully in Chapter 5. Some of these mutations,
such as those seen in osteosarcomas, were expected as these tumors frequently arise in retinoblastoma
patients later in life. The unexpected observation is that mutations in the RB1 gene can be detected in
unrelated tumors including breast, bladder and lung and in fact the role of RB1 in sporadic tumors is
probably greater that the role in hereditary retinoblastomas.

Much has been learnt about the function of RB over recent years and has shown that it is important in the
development of many cancers. In addition, the ‘two hit; model for RB1 and studies on loss of heterozygosity
have been central to the work leading to the identification of further tumor suppressor genes in other
hereditary cancers. 

Figure 3.8

Pathway to RB/E2F-induced apoptosis. E2F released following RB phosphorylation results in the transcriptional
activation of ARF. Accumulation of ARF blocks MDM2 and hence allows p53 to accumulate leading eventually to
apoptosis through targets such as the proapoptotic protein BAX (see also Section 1.4).
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3.4
TP53 (p53)

The TP53 gene (also called p53) is located on the short arm of chromosome 17. Much is already known
about the gene since its identification over 20 years ago primarily because of its major role in many cancers.
Most cancer cells show a defect either in the TP53 gene or in the pathway leading to TP53 activation.
Mutations in TP53 are found in over half of sporadic cancers and also in inherited cancer syndromes,
primarily Li-Fraumeni syndrome (see Chapter 5). In tumors without mutations, p53 is inactivated by viral
proteins interacting with it or more commonly as a result of alterations of components of the p53 pathway
[24].

p53 was originally thought to be a tumor antigen as it was found complexed to the SV40 large T antigen.
Subsequently mutant TP53 was shown to co-operate with HRAS to transform cells and was therefore
believed to be an oncogene. However its ability to abolish the tumorigenic phenotype if transfected into tumor
cell lines, the frequent finding that both alleles were inactivated in tumor cells and its association with
hereditary cancers led to its reclassification as a tumor suppressor gene.

The p53 tumor suppressor belongs to a small family of proteins which includes two other members, p63
and p73. The proteins show overall structural and sequence homology [25, 26] and there is some functional
overlap but generally the physiological functions are distinct [27]. p63 and p73 code several isoforms, both
have clear roles in normal development and one isoform of p73 at least functions as an oncogene. A number
of different roles have been assigned to p53 including cell cycle arrest, differentiation, apoptosis,
senescence and angiogenesis. In normal cells, TP53 and the components of the p53 pathway are switched
off and are only activated in response to stress to a cell causing the cell to break in order to allow it to repair
damage to DNA or to send the cell into apoptosis. For this reason TP53 has sometimes been referred to as
‘The Guardian of the genome’.

3.4.1
The TP53 gene and its protein product p53

TP53 is made up of 11 exons and encodes a 2.8 kb mRNA. The protein product of TP53 is virtually
undetectable in normal cells as it has a short half-life of around 20 minutes. It is primarily located in the nucleus
but can be detected in the cytoplasm in G1 and also following DNA synthesis. The p53 protein contains
three distinct regions with differing functions (Figure 3.9). The amino terminus contains many acidic amino
acids and a large number of prolines. This domain is responsible for the transactivational properties of p53.
The carboxyl terminus is hydrophilic and has many highly charged residues. This region also contains three
nuclear localization signals and mutations in this region can result in a protein which is primarily located in
the cytoplasm. The C domain is also responsible for the ability of p53 to form oligomers. NMR studies have
described the three-dimensional structure of this region and have shown that two carboxyl-terminal peptides
form a tight dimer and in turn these dimer pairs assemble into tetramers [28]. The central region of p53 is
highly hydrophobic. It is highly conserved between species and the majority of mutations in human tumors
are found here. It is this region which shows DNA binding activity and which interacts with the target
sequences in the genes which undergo transcriptional transactivation. X-ray crystallography has shown that
this region is folded into  sheets to form a sandwich with protruding residues which make contact with the
major and minor grooves in the DNA to which it binds [28]. Mutations in this region either interfere with
the protein-DNA interaction or affect the stability of the 3D structure.
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3.4.2
Activation of TP53

Control of p53 during normal growth and development is essential and as mentioned above levels of p53 in
normal cells are extremely low with the levels being maintained primarily through the rate of protein
degradation. Integral to the process of maintaining p53 at low levels is the MDM2 protein. This protein
targets p53 for degradation by ubiquitinmediated proteolysis by functioning as a ubiquitin protein ligase, a
process which is subject to a feedback loop [29]. p53 binds to the regulatory region of the MDM2 gene to
stimulate its transcription and translation. MDM2 protein in turn then binds to p53 and stimulates addition of
ubiquitin to the carboxy terminus leading to p53 degradation. Consequently the level of p53 is lowered,
transcription of MDM2 is reduced and in turn levels of p53 rise again. Clearly any abnormalities in either
protein will have a dramatic effect on the control of the other. Efficient degradation of p53 also requires
export from the nucleus which is dependent on the nuclear export signal regions of the protein. 

Two main forms of cellular stress lead to activation of p53 for it to function as a transcriptional activator
(Figure 3.10) [24]. The first of these, and probably the best studied, is the one initiated by DNA damage
which may be caused either by ionizing radiation or by chemotherapeutic drugs, ultraviolet light or protein
kinase inhibitors. There are slight differences in which pathway is activated dependent on the mechanism of
DNA damage but, in general, the check point proteins which signal to p53 that damage has occurred and
that cell cycling should be halted until DNA is repaired, are kinases. These include ATM (ataxia
telangiectasia mutated), CHK1 and 2, DNA-PK (DNA-dependent protein kinase), JNK (JUN N-terminal
kinase) and casein kinase 1 and 2 [29]. These kinases all phosphorylate p53 at amino terminal sites in the
MDM2-binding region of the protein, the effect being to block the interaction of MDM2 and p53 allowing
p53 stabilization. Mutations in ATM are associated with the inherited condition, ataxia telangiectasia, and
mutations in CHK2 have been found in a few families with Li-Fraumeni. Mutations in these genes therefore
mean that they are no longer able to activate the p53 pathway to allow repair to DNA damage which
consequently leads to the development of cancers. 

The second pathway for activation of p53 occurs in the absence of DNA damage and results from
deregulated oncogene expression [24, 29]. This provides a fail-safe mechanism to eliminate cells with

Figure 3.9

Structure of the p53 protein showing the five highly conserved regions. The regions at which protein partners bind to
p53 are also indicated.
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proliferative abnormalities. The oncogene proteins, e.g. RAS or MYC, stimulate expression of the ARF
gene, the protein product of which interacts with MDM2 and inhibits its activity, again allowing levels of
p53 to increase. The ARF protein also sequesters MDM2 into the nucleolus so that it cannot interact with
p53 in the nucleus.

The activity of p53 can also be modulated in other ways apart from allowing an increase in protein levels.
These include covalent modifications of the protein in a variety of ways including phosphorylation,
dephosphorylation, sumoylation, acetylation and glycosylation. For example, inhibition of DNA binding of
p53 is controlled by binding of the C terminal region to the central DNA-binding region. Acetylation of
lysine residues or phosphorylation of serine residues in the carboxy terminal interferes with this folding,
enhancing DNA binding. In addition, other proteins also bind to p53 and some of these are responsible for
additional regulation of stability or activity. Examples include the MDM2 related protein, MDMX, which

Figure 3.10

Mode of action of p53. Activation of the p53 network following stress results in activation of kinases which
phosphorylate p53 resulting in release of MDM2 with concomitant stabilization of p53. p53 binds to p21 resulting in its
transactivation. p21 then interacts with the cyclin-dependent kinases which prevent RB phosphorylation and thereby
prevent cell cycle progression until damage is repaired.
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inhibits p53’s transactivation function and, in contrast, there are also transcription cofactors such as p300
which enhance p53-mediated transcription.

Once activated, p53 can have a number of roles but the overwhelming function of this protein is DNA
binding and transactivation of nearby genes. The region of p53 responsible for binding to specific sequences
of these genes has been clearly defined and mutations in this area of p53 reduce its ability to activate
transcription. Many genes which are directly controlled by p53 have now been identified [30] and searches
of the human genome have identified over 4000 putative p53-binding sites [25]. Some of the genes proven
to be activated by p53 are shown in Table 3.2 and the few shown here indicate the complexity of p53
pathways. These genes, activated by p53, belong to several groups, the two main ones being cell cycle
inhibition genes and genes involved in apoptosis as described below.

3.4.3
Activated p53 responses—cell cycle inhibition

A major effect of activated p53 is to block the cell cycle so that DNA damage can be repaired. A consensus-
binding sequence in p53 target genes has been identified and shown to be a 10 bp repeated motif. In 1993, a
gene was identified which is specifically induced by an   excess of wild-type p53 [31]. This gene, which
contains the consensus-binding motif, was called p21. Transactivation of p21 in turn leads to inhibition of
cyclin-dependent kinases which block cell cycle progression at both G1 and G2 [24, 29]. As described in
Section 3.3.1 and Chapter 4, the cyclin-CDK complexes are responsible for the phosphorylation of RB at
different stages of progression through the cell cycle. The next step of the pathway therefore suggests that
inhibition of cyclin-CDK complexes by p21 prevents the phosphor-ylation of RB, a step which is required
for progression through the cell cycle (Figure 3.10). Degradation of p53 leads to a reduction in p21 levels,
phosphorylation of RB and continuation through the S phase of the cell cycle.

A second target of p53 is the protein 14–3-3-  which also contributes to G2 arrest in epithelial cells. This
protein belongs to a family of proteins involved in signal transduction and cell cycle control which acts by

Table 3.2 p53 target genes and their function
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sequestration of cyclinB1-CDC2 complexes. 14–3-3-  binds to p53 and activates its sequence-specific
transactivation again resulting in the blocking of cell cycle progression.

3.4.4
Activated p53 responses—apoptosis

Table 3.2 shows many of the target genes for p53 involved in apoptosis, many of which are likely to be
specific for a particular cell system. None of the genes has however been shown to be a pivotal factor in the
apoptotic pathway. Although transcription-independent mechanisms are involved in p53-mediated
apoptosis, both transcriptional activation and repression also occur [29]. Several p53-activated apoptotic
pathways are found in cells including death-activated pathways, mitochondrial pathways and inhibition of
survival signals [25].

The first proapoptotic gene to be identified as a target for p53 was BAX, followed by others including
NOXA, PUMA and p53AIP1. The protein products of these genes are localized in the mitochondria and
promote loss of membrane potential and cytochrome C release thereby activating the APAF1/caspase9
cascade (see Section 1.4) [29]. Mitochondrial integrity may also be damaged by a further class of genes
termed p53-inducible genes (PIGs), which code for redox potential-controlling enzymes. These reactive
oxygen species produced by PIGs cause damage to the mitochondria.

p53 is also implicated in the death receptor-induced pathway and expression of at least two receptors
FAS/APO1 and DR5/KILLER are induced by p53.

Loss of survival proteins can also contribute to apoptosis. The antiapoptotic gene, BCL2, has been shown
to be repressed by p53 and therefore contributes to apoptosis by blocking survival signals mediated by
BCL2 [32]. Negative regulation of the IGF pathway by p53 and inhibition of integrin-associated survival
signaling also sensitizes cells to apoptosis.

The choice as to whether a cell undergoes apoptosis or cell cycle arrest and DNA repair depends on a
number of factors. Some may be independent of p53 such as extracellular survival factors, the existence of
oncogenic alterations and the availability of additional transcription factors. However the extent of DNA
damage may also contribute to the choice by affecting the level of activity of p53 induced. Activation of
apoptosis has been associated with higher levels of p53 than those required for cell cycle arrest which may
reflect a lower affinity of cell cycle arrest target gene promoters for p53 [29]. In addition, the type of cell
may affect the response to p53. Importantly it is vital to identify why transformed cells die in response to
p53 whereas normal cells undergo cell cycle arrest and DNA repair as this may be of great potential for the
development of cancer therapies.

3.4.5
Other functions of activated p53

p53 has a number of other functions in the cell. It has a role in several forms of DNA damage repair and
cells lacking p53 are deficient in both nucleotide excision repair and base excision repair. Normal p53 also
stimulates expression of genes which prevent the growth of new blood vessels needed to allow tumor
growth [33]. Cells with p53 mutations are therefore more likely to be able to recruit new vessels and give
them a growth advantage.
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3.4.6
Mutations of p53

Loss of p53 function in tumors can occur by a number of different routes including mutation of the gene
itself as well as mutation of genes which regulate p53, examples of which are shown in Table 3.3. Records
of over 15 600 mutations in p53 are now stored in the p53 database (www.iarc.fr/p53/ and
www.umd.necker.fr:2001/P53). Mutation of p53 is found in around 50% of cancers. A total of 74% of these
mutations are missense, a much higher proportion that seen in other tumor suppressor genes [34]. Around
95% of mutations in p53 are found in the central domain of the protein. However much of the early
mutation analysis concentrated on exons 5–8 and once more extensive analysis continues, the proportion of
mutations outside this region may increase. Many of the p53 mutations affect a CpG dinucleotide,
indicating that the most common cause of mutations is the spontaneous deamination of 5-methylcytosine
resulting in C to T transitions. Twenty-eight percent of mutations in p53 are found at six codons, which in
order of frequency are codons 248, 273, 175, 245, 249 and 282. Details of the breakdown of mutations into
type, location and distribution between sporadic and inherited cancers, etc., can be found on the p53
mutation database. The explanation as to how these mutant proteins act is generally believed to be by a
dominant negative effect. Mutant p53 forms a tetramer with wild-type protein and it appears that mutant
p53 has the ability to drive the wild-type protein into a mutant or inactive conformation [34].
Heteromerization decreases the ability of wild-type p53 to bind to its various targets and transactivate
downstream genes (Table 3.3). Tumors with point mutations often show loss of heterozygosity of the wild-
type allele suggesting that the efficiency of the dominant negative inhibition is not complete but may give
an initial selective advantage. There is also evidence that p53 mutants show a gain of function. The
involvement of p53 in sporadic and inherited cancers is discussed in subsequent chapters.  

Table 3.3 Mutational spectrum of p53 in tumors
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3.5
APC

The initial identification of the APC gene (for adenomatous polyposis coli), came through studies of an
inherited colorectal cancer condition, familial adenomatous polyposis (FAP, see Chapter 5). The
observation of a cytogenetically detectable deletion in a patient with FAP and mental retardation led to the
localization of the gene to chromosome 5q21 by family linkage studies [35]. Subsequently this gene has
been shown to have a major role in sporadic colorectal cancer where it is mutated in the majority of cases at
an early stage of adenoma development (see Chapter 7).

3.5.1
The APC gene and its protein product

A positional cloning strategy was used to identify the causative gene for FAP. The first gene to be identified
in the region was the ‘Mutated in Colorectal Cancer’ gene (MCC). This was ruled out as the gene for FAP
as no mutations were identified in FAP families, although it was mutated in sporadic cancers. The APC
gene itself was identified in 1991 and was found to lie in close proximity to MCC [36, 37]. A coding
sequence of 8532 bp was identified, divided into 21 coding exons. Generally however, only 16 exons are
referred to in mutation analysis, with the other exons being associated with alternate transcripts in specific
tissues. The majority of exons are several hundred base pairs at most, whereas exon 15 is unusually long,
encompassing 6.5 kb and comprising over 75% of the coding sequence. The most abundant transcript lacks
the smallest exon, exon 10A [38]. Mutations are found distributed throughout the gene and the vast majority
of these introduce premature stop codons resulting in the production of a truncated protein [39, 40].

The commonest isoform of APC is a 2843 amino acid protein which shows little homology to other known
proteins and is localized within the cytoplasm accumulating along the lateral margins or subapical regions
of certain cells, particularly surface cells [39]. Since the identification of APC, an increasing number of
protein partners have been identified and multiple functions assigned to it, including signal transduction
through the WNT signaling pathway, intercellular adhesion, stabilization of the cytoskeleton, regulation of
the cell cycle and apoptosis. Various domains can be mapped along its length, through which it interacts
with these proteins [39, 40] (Figure 3.11).

The first domain at the N terminal end of the protein contains a series of heptad repeat sequences, from
amino acids 6–57, which are predicted to form a helical structures, capable of homodimerization [41].
Mutant, truncated proteins have been shown to form dimers with wild-type protein demonstrating the
potential for dominant negative interference and thereby reducing the tumor suppressor function of the
protein.

The region from amino acids 453–767 shows homology to the central repeat region of the Drosophila
segment polarity protein, armadillo. This domain binds to the APC-stimulated guanine nucleotide exchange
factor, Asef. This interaction enhances the binding to RAC, a member of the RHO family of small
GTPases, which controls cell adhesion and motility of the actin cytoskeleton network [39, 40]. The domain
also binds to the regulatory subunit of protein phosphatase 2A (PP2A) an enzyme which also binds to axin
via its catalytic subunit. This phosphatase is an antagonist of glycogen synthase kinase 3  (GSK3 )-
dependent phosphorylation of -catenin which marks the latter for degradation.

Two domains in APC have been shown to interact with -catenin. Three 15 amino acid repeat regions are
found between amino acids 1020 and 1169 and an imperfect repeat of 20 amino acid is found seven times
between amino acids 1262 and 2033. Both the 15 and 20 amino acid repeat regions are involved directly in

50 MOLECULAR BIOLOGY OF CANCER



-catenin binding whereas degradation is also associated with the 20 amino acid repeat region [42]. Binding
of -catenin only occurs once the 15 and 20 amino acid repeats have been phosphorylated by GSK3 . 

The 20 amino acid repeat region is also interspersed with SAMP (Ser-Ala-Met-Pro) repeats which form
axin-binding sites.

APC has been shown to bind to the microtubular cytoskeleton through the basic domain in the C terminal
region between amino acids 2200 and 2400. APC binding has been shown to stabilize microtubules both in
vitro and in vivo [43]. Mutated APC very rarely contains the basic domain, so this interaction will be lost in
tumors. A recent finding is the demonstration of APC localization at kinetochores, the microtubule
attachment site of chromosomes in mitotic cells and evidence that APC mutants are defective in spindle
formation suggests a further role for APC in cell division [44]. The C terminus also contains the binding site
for the end binding protein (EB1) which is associated with centromeres and mitotic spindles. Loss of the EB
domain does not prevent APC from binding to microtubules but it does so in a very indiscriminate manner.
The role of the EB domain therefore appears to be to direct APC to microtubule tips. This feature of APC may
be an explanation for the common occurrence of chromosomal aneuploidy seen in colorectal cancers.

The final domain in the C terminus has been shown to be the binding site for hDLG, the human homolog
of the Drosophila disks large tumor suppressor protein. hDLG is normally found at the site of cell-to-cell
contact in epithelial cells and presynaptic nerve termini of the CNS implicating a role for APC in neuronal
behavior and function. Evidence also suggests that the APC/hDLG complex is responsible for the
association of APC with cell cycle arrest from G0/G1 to S phase [45].

3.5.2
Function of the APC protein

Central to the function of APC is its binding to -catenin, the first protein partner of APC to be identified
which is involved in both the WNT signal transduction pathway and in cell adhesion [46]. APC functions as

Figure 3.11

Structure of the APC protein showing the various domains and binding sites. The position of mutation cluster region is
indicated (codons 1286–1513) along with the approximate position for the start of exon 15.
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a negative regulator of -catenin levels and acts in a complex called the destruction complex which is
composed of APC, axin, conductin, together with the serine/threonine kinase, GSK3 . Phosphorylation of -
catenin at several serine and threonine residues by this complex, targets the protein for ubiquitin-mediated
degradation [47]. 

This process is controlled via the WNT signaling pathway. The pathway begins with the binding of
secreted WNT molecules to its transmembrane receptor, ‘frizzled’. This leads to phosphorylation and
activation of the cytoplasmic protein ‘dishevelled’, a protein which forms a complex with axin leading to its
dephosphorylation. This prevents axin from complexing with APC which in turn prevents the GSK3
phosphorylation of -catenin. This represses -catenin degradation causing its accumulation within the cell.
Unphosphorylated -catenin translocates to the nucleus where it interacts with the transcription factors, T

Figure 3.12

Mode of action of APC. Following WNT binding to ‘frizzelled’, ‘dishevelled’ prevents GSK3  phosphorylation of -
catenin preventing its degradation and allowing levels to rise, -catenin then activates transcription of genes involved in
cell cycle progression. In the absence of a signal from WNT, phosphorylation of -catenin occurs leading to its
degradation in the proteosome.
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cell factor (TCF) and lymphoid enhancer factor (LEF). These activate transcription of target genes such as
MYC and cyclin D1 which are involved in cell cycle entry and progression (Figure 3.12). In the absence of
signaling from WNT, binding of -catenin to axin and APC promotes its phosphorylation by GSK  and
targets its degredation, preventing any unwanted transcriptional activation. Mutations in APC therefore
prevent -catenin phosphorylation and result in constitutive signaling, thus leading to unregulated cell
cycling. Recent evidence has also demonstrated that constitutive activation of the WNT signaling pathway
leads to differentiation defects in embryonic stem cells [48]. 

The observation that APC binds -catenin also suggests that it has a role in cell adhesion. This is further
confirmed by the observation of APC at the sites of cell-cell adhesion. Three catenins ,  and  all associate
with cadherins which function as cell adhesion molecules. -catenin interacts with E-cadherin to link the
latter to -catenin. APC and E-cadherin compete for binding sites on -catenin. Binding of one protein
excludes the other though it seems likely that overlapping regions of -catenin mediate its roles in WNT
signaling and cell adhesion. However, a disruption in balance of one pathway is likely to affect the other.

3.5.3
Mutations in APC

Germ-line and somatic mutations are found throughout the APC gene and several thousand have now been
identified. Two mutations, both 5 basepair deletions at codons 1061 and 1309, are found in around 10% of
FAP individuals but others may have only been identified on one or a few occasions. The majority, if not
all, causative mutations result in a truncated APC protein. However several missense mutations have been
identified which increase the risk of colorectal cancer [49]. The role of APC mutations in FAP is discussed
further in Chapter 5.

Approximately 80% of somatic mutations are found clustered within a region of exon 15 from codons
1286–1513, termed the mutation cluster region (MCR, Figure 3.11). Inactivation of both copies of APC,
either by mutation of each allele or mutation in one copy and deletion of the second is found in both
adenomas and carcinomas, defining APC as a tumor suppressor gene [50]. Approximately 65% of both
adenomas and carcinomas have mutations in APC and these have been found in adenomas as small as 3 mm.
Loss of the wild-type allele has been demonstrated in 50–60% of colorectal tumors. Mutations in both
copies of APC appear therefore to be an early step in colorectal carcinogenesis and APC has been classified
as a ‘gatekeeper’ gene. In both inherited and sporadic tumors, a correlation has been established between
the position of the first mutation and the nature of the second. Mutations around codon 1300 in the MCR are
associated with loss of the wild-type allele, whereas first mutations either side of this region are associated
with truncating mutations within the MCR in the second allele (see Section 7.4.2) [51].

3.6
BRCA1 and BRCA2

Approximately 1 in 8–12 women will develop breast cancer and around 5% of all cases are due to an
inherited predisposition. The autosomal dominant nature of breast cancer in some families has been
recognized for over 100 years.

A gene for familial breast cancer was initially mapped to chromosome 17q21 in 1990 and was termed
BRCA1 [52]. An early study indicated the presence of heterogeneity by demonstrating that the majority of
families with breast and ovarian cancer were likely to be caused by this gene whereas only a proportion of
families with breast cancer alone were BRCA1 associated [53]. The BRCA1 gene was isolated in 1994 [54].
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In the same year, BRCA2 was mapped to chromosome 13 [55] and was isolated the following year [56].
Existing evidence suggests that at least one or more genes with similar effects to BRCA1 and 2 remain to be
detected.

3.6.1
The BRCA1 and 2 genes and their protein products

BRCA1 is composed of 24 exons, 22 of which are coding. Exon 11 alone accounts for approximately 50%
of the gene. BRCA1 encodes a 1863 amino acid nuclear phosphoprotein in which a number of domains can
be recognized (Figure 3.13). A RING finger motif has been identified at the N terminus which interacts
with the BRCA1 associated RING domain protein, BARD1 [57, 58]. Tumorigenic missense mutations in
this domain abolish the interaction between BRCA1 and BARD1 indicating that BARD1 may be critical in
mediating tumor suppression by BRCA1 [57]. The RING domain also interacts with the ubiquitin C-
terminal hydrolase, BAP1 (BRCA1-associated protein 1). The C terminal region of the protein contains two
BRCT (BRCA C terminal) domains. These repeats are commonly found in proteins involved in DNA repair
and cell cycle regulation and have been shown to activate transcription [59]. The central region of the
protein contains a RAD51 binding domain. RAD51 has a role in DNA repair and in particular is critical for
DNA recombination and double-strand break repair [60]. A granin motif is also found in BRCA1 though the
significance of this is controversial. Finally, a nuclear localization signal has been identified and this region
has been shown to interact with the importin-  subunit of the nuclear transport signal receptor.

BRCA1 is localized in the nucleus and is widely expressed in many tissues, indicating that gene
expression does not account for the tissue-restricted phenotype of breast and ovarian cancer. The
transcription of BRCA1 is induced late in the G1 phase of the cell cycle and remains elevated during the S
phase, which demonstrates a role for BRCA1 in DNA synthesis. In the mouse, loss of both copies of

Figure 3.13

Structure of BRCA1 and 2 showing the functional domains.
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BRCA1 is embryologically lethal and appears to be caused by a lack of cell proliferation indicating that this
protein is essential for early embryonic development.

In the absence of BRCA1 protein, cells become sensitive to radiation damage that primarily causes DNA
double-strand breaks. Cells lack both transcription-coupled repair and homology-directed DNA repair [58].
Further evidence for the role of BRCA1 in repair processes came from the observation of the interaction
between BRCA1 and RAD51. In meiotic cells, these two proteins are found to colocalize at unsynapsed
axial elements of the synaptonemal complex consistent with a role in recombination processes [60]. In
mitotic cells the proteins are found together with BARD1 in foci within the nucleus at S phase. These foci
disperse on DNA damage, a process that is accompanied by BRCA1 phosphorylation. BRCA1, RAD51 and
BARD1 are then found to localize on replication structures implying an interaction with damaged
replicating DNA [61]. Three kinases so far, ATM, the ATM-related kinase, ATR, and CHK2 have all been
shown to phosphorylate BRCA1. DNA repair by BRCA1 also involves BRCA2 as described below. Recent
evidence suggests that BRCA1 is associated with a large complex named the BRCA1-associated genome
surveillance complex (BASC) which is composed of several DNA repair proteins and tumor suppressors
including MSH2, MSH6, MLH1, ATM and the RAD50-MRE11-NBS1 complex. It has been suggested that
BASC may serve as a sensor of abnormal DNA structures and/or as a regu-lator of the postreplication repair
process [62]. Therefore, the available evidence indicates that BRCA1 is a ‘caretaker’ gene, like p53, which
serves to maintain genomic integrity [63]. When this function is lost, it probably allows for the
accumulation of other genetic defects that are themselves directly responsible for cancer formation.

BRCA1 is also involved in transcription regulation [57]. The BRCT domains of BRCA1 have been
shown to have transcription-activating potential on their own when fused to reporter genes in yeast. Over
the last few years a number of proteins have been shown to interact with BRCA1, all of which are involved
in transcriptional activation including p53, RB, MYC, histone deacetylase (HDAC), RNA helicase A and
CTIP, a protein which interacts with the transcriptional corepressor, CTBP, (C-terminal binding protein)
which is used by a number of transcription factors.

BRCA2 is a 27-exon gene, 26 of which encode a 3418 amino acid protein [55]. Like BRCA1, BRCA2
exon 11 is very large and accounts for almost 50% of the gene. Exon 10 is also large compared to other
exons. BRCA2 is normally located in the nucleus and con-tains phosphorylated residues. The protein has
several functional domains which include an N-terminal transcriptional activation domain, a C terminal
nuclear localization signal and a central domain containing eight copies of 30–80 amino acid repeats called
the BRC repeats encoded by exon 11 [64] (Figure 3.13).

There are many similarities between BRCA1 and 2. Like BRCA1, BRCA2 is expressed in most tissues and
cell types analyzed. BRCA2 transcription is induced late in the G1 phase of the cell cycle and remains
elevated during the S phase again indicating some role in DNA synthesis. In order to study the function of
BRCA2, knockout mice homozygous for mutations truncating BRCA2 from the 5' end of exon 11 have been
created. This results in embryonic lethality characterized by a lack of cell proliferation similar to that seen in
BRCA1 knockouts.

BRCA2 appears to be involved in the DNA repair process. Like BRCA1, it interacts with the RAD51
protein, a key component in homologous recombination and double-strand break repair. This occurs through
the first four highly conserved BRC repeats at the 5' end of exon 11. The four repeats at the 3' end of the
exon are less conserved and do not, or only weakly, bind RAD51 [64]. As mentioned above, BRCA2 also
interacts with BRCA1 as well as BARD1 and CTIP in DNA repair processes. BRCA2-deficient cells
derived from mouse embryos are hypersensitive to radiation and radiomimetics and show poor DNA repair
[65]. BRCA2-deficient cells are hypersensitive to methyl methanesulfonate treatment, which induces double-
strand breaks [65]. BRCA2 therefore also functions as a ‘caretaker’ of the genome.
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Additional studies have attempted to attribute specific biochemical functions to the BRCA2 gene product.
These include the observation that the N terminal region of BRCA2 is capable of inducing transcription,
potentially supporting its role as a modulator of cell growth. This region binds to P/CAF, a transcriptional
coactivator with intrinsic histone deacetylase activity which enhances transcription by modifying chromatin
as well as several transcription factors.

3.6.2
Mutations in BRCA1 and 2

Germ-line mutations are found throughout BRCA1 and 2 (see Section 5.5.1). Both trun-cating and missense
mutations have been found. Many mutations have only been identified in one or a few families though there
are some exceptions with founder mutations having been identified in specific ethnic populations (see
Section 5.5.1) [66, 67]. Recently evidence of large genomic rearrangements, including both duplications and
deletions, have also been identified, the most common of which is the duplication of exon 13 of BRCA1
[68, 69]. Most of these are caused by recombination between Alu repeats which are commonly found in
BRCA1. In addition a duplicated region at the 5' end of the BRCA1 gene and containing the BRCA1
pseudogene has also been shown to be another source of illegitimate recombination [70].

Loss of the wild-type allele in familial breast and ovarian tumors has been found for BRCA1 [71] and
introduction of BRCA1 into cancer cell lines has been shown to inhibit growth in vitro. Loss of wild-type
BRCA2 has also been found in tumors of patients carrying BRCA2 germ-line mutations. These results indicate
that both genes can be considered tumor suppressor genes.

In contrast to many other tumor suppressor genes there is no evidence for mutations of the BRCA1 and 2
genes in sporadic breast cancer. Instead, decreased expression of the BRCA1 gene has been shown to be
common in sporadic tumors, which may be related to CpG island methylation.

3.7
WT1

The WT1 gene is mutated in Wilms’ tumor and in conditions predisposing to this tumor. Wilms’ tumor is a
relatively common embryonal childhood renal tumor with both a hereditary and a nonhereditary form.
Wilms’ tumor is also associated with WAGR, an acronym for the complex including aniridia, genitourinary
abnormalities and mental retardation, with Denys-Drash syndrome (DDS), Beckwith-Wiedemann syndrome
(BWS), Perlman syndrome and finally with a dominantly inherited form of Wilms’ tumor which occurs
without other congenital abnormalities (see Section 12.3). Cytogenetic analysis of patients with WAGR
syndrome showed deletions of chromosome 11 centered around 11 p13, an observation which was helpful
for the localization of the Wilms’ tumor gene, WT1, which is the only cloned Wilms’ tumor gene to date
[72]. However Wilms’ tumor is a genetically complex disorder and a number of other loci have been
identified by LOH studies, by linkage and by the observation of chromosome abnormalities in BWS
patients suggesting other susceptibility loci [73].

Comparison of constitutional deletions in patients with WAGR narrowed the critical region containing
the gene to between the catalase gene and the gene for the folliclestimulating hormone subunit at 11 p13.
Many DNA markers were generated in this region, one of which showed a homozygous deletion in a
Wilms’ tumor. The extent of the deletion was studied by pulsed field gel electrophoresis and candidate
genes in the area which showed evolutionary conservation and were expressed in the appropriate tissues,
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were studied. Finally WT1 was isolated at the centromeric end of the deletion and the aniridia gene, PAX6,
was subsequently identified at the more telomeric end.

The WT1 gene encodes multiple protein isoforms generated by alternate splicing [74]. The gene has ten
exons and encodes a transcription factor with four zinc finger DNA-binding domains towards the carboxy
terminus plus a transactivation domain in the proline/ glutamine-rich amino terminal [75]. The WT1 protein
shows a high degree of homology in the C terminus with the early growth response 1 gene (EGR1), a gene
which is involved in the control of cell proliferation. WT1 has been shown to bind to the EGR1
consensusbinding sequences and a large number of genes with this sequence in their promotors have been
suggested as targets for WT1 transcriptional regulation. However whether these genes are all affected by
WT1 expression remains to be proven and only in a few examples such as amphiregulin—an epidermal
growth factor family member—and BCL2 has this been confirmed [76].

WT1 is expressed in tissues of the developing kidney, the genital ridge, fetal gonad and mesothelium and
is therefore involved in genitourinary development [77]. In knockout mice, loss of WT1 leads to high levels
of apoptosis in the metanephric blastema leading to failure of kidney development [78].

There is considerable variation in the phenotype associated with WT1 mutations as might be expected
from the number of conditions associated with it, as described in Chapter 12. In sporadic tumors carrying a
mutation in WT1, characteristic loss or point mutation of the wild-type allele is seen confirming the tumor
suppressor nature of the gene. WT1 mutations appear to be an early event in tumorigenesis as mutations
have been found in nephrogenic rests which are the precursors of Wilms’ tumor [79]. However these lesions
are not malignant suggesting that additional events are required for tumors to develop.

3.8
NF1 and NF2

Neurofibromatosis1 (NF1) and neurofibromatosis2 (NF2) are genetically distinct conditions in which both
benign and malignant tumors develop primarily affecting the nervous system. It has been suggested that as
many of the features associated with both conditions are not related to tumor formation that the conditions
should not be considered to be cancer predisposition syndromes but rather tumor suppressor gene disorders
[80]. Two different genes have been identified as the cause of the two syndromes, NF1 and NF2.

3.8.1
NF1

Neurofibromatosis type 1 is an autosomal dominant condition characterized by multiple neurofibromas, café
au lait spots, hamartomas in the iris and an incresaed risk of cancers such as neurofibrosarcomas,
astrocytomas and pheochromocytomas (see Section 5.11.1) [80].

The disease was localized to chromosome 17 by linkage analysis and also by the cytogenetic observation
of translocations involving 17q11. These translocations were helpful in bringing about the rapid isolation of
the NF1 gene [81, 82]. The large gene spans over 350 kb of DNA, produces a transcript of 11–13 kb and
has 60 exons. It is widely expressed in a variety of human tissues. Four alternatively spliced NF1 transcripts
have been identified.

The protein product of NF1 is a 2818 amino acid protein called neurofibromin, which localizes to the
cytoplasmic microtubules. It shares homology to the catalytic domain of the GTPase-activating protein GAP
and as such it catalyzes the conversion of GTP-bound RAS to GDP-bound RAS (see Section 2.2.1) and
therefore functions as a negative regulator of RAS-mediated proliferation. Mutations in NF1 are likely to
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result in increased levels of active RAS, leading to tumor formation. In addition, neurofibromin has other
functions, a feature indicated by the strong sequence conservation in regions outside of the area homologous
to GAP. Studies in Drosophila have suggested a role for neurofibromin in regulation of protein kinase A
signaling [83]. A recently identified domain located upstream of the GAP domain is a cysteine/serine-rich
region with three cysteine pairs suggestive of an ATP-binding region, which also contains three potential
cAMP-dependent protein kinase recognition sites [84]. The co-incidence of mutations in this region and the
high degree of conservation between human and Drosophila suggest significant functional relevance of the
region.

Over 80% of mutations so far identified are predicted to disrupt or inactivate neurofibromin [84–86].
Over 50% of mutations are de novo mutations. Reduced GAP activity is likely to lead to increased levels of
active RAS p21 resulting in abnormal signaling through pathways described in Section 2.2.1. 

NF1 is generally considered to be a tumor suppressor gene since its inactivation is associated with cell
proliferation. LOH on chromosome 17 has been found in neurofibrosarcomas with mutations in the retained
allele [87]. Other studies have been carried out on LOH in neurofibromas and have indicated that somatic
deletions of NF1 are present in only a proportion of benign dermal neurofibromas. However more recent
work with mouse models has indicated that loss of both alleles is needed for development of plexiform
neurofibromas [88].

3.8.2
NF2

NF2 is much less common than NF1 and characterized by bilateral vestibular schwannomas with
predisposition to other tumors such as meningiomas, astrocytomas and spinal and cranial schwannomas (see
Section 5.11.2) [89]. Cytogenetic analysis of meningiomas and subsequently schwannomas initially
suggested that the NF2 gene was likely to lie on chromosome 22 as this chromosome, or part of it, were
frequently lost in these tumors. LOH studies confirmed these findings and eventually the gene was isolated
by the discovery of deletions in tumor and constitutional DNA of a gene termed merlin or schwannomin
[90].

Merlin, so called because of its similarity to three cell surface glycoproteins of the ERM family (moesin-,
ezrin- and radixin-like protein), is a much smaller gene than NF1 with 17 exons and encodes a protein of
595 amino acids. Merlin has been shown to contain an N-terminal domain which is thought to mediate
binding to cell surface glycoproteins, an a helical domain and a C terminal domain which lacks the actin-
binding domain found in other ERM proteins. Its function in the cell is to regulate both actin cytoskeleton-
mediated processes as well as cell proliferation and operates in a signaling pathway linking the two
processes [91].

Many mutations have been found in NF2, the majority of which are chain terminating [89]. The tumor
suppressor nature of the gene is confirmed by the many studies which have shown LOH on 22q associated
with an inactivating mutation in the other copy of NF2 both in sporadic schwannomas and meningiomas as
well as in familial cases [89]. Recent studies have shown a high rate of mutations in tumors other than those
associated with NF2 such as malignant mesothelioma. NF2 loss appears to be a relatively early event in
tumorigenesis and again functions as a ‘gatekeeper’ in a similar manner to that described earlier for APC.
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3.9
VHL

Von Hippel Lindau (VHL) is an autosomal dominant disorder associated with a wide variety of tumors
including retinal angiomas, cerebellar, spinal cord and brain stem hemangioblastomas, renal cell carcinoma
and pheochromocytoma [92].

The gene for VHL was localized to 3p25–26 [93] and isolated in 1993 [94]. VHL is a rel-atively small
gene compared with many of the others described above, with only three exons encoding a 213 amino acid
protein. The identification of at least five VHL-binding proteins has led to a clearer understanding of the
function of VHL [95]. The VHL protein binds to elongin B and C as well as cullin-2 (CUL2), to form a
complex which targets specific proteins for poly-ubiquitinylation and subsequent degradation by the
proteosome. It also binds to the a subunit of hypoxia-inducible factor (HIF). In the presence of oxygen, HIF-
 subunits are ubiquitinylated, which targets them for degradation, a process which is under the direction of

VHL. In hypoxic conditions, HIF-  accumulates and dimerizes with the HIF-  subunit to activate
transcription of hypoxia inducible genes such as vascular endothelial growth factor (VEGF) and
erythropoietin. These proteins are both over-produced in the highly vascular tumors found as part of the VHL
phenotype. Mutations in VHL prevent HIF-  degradation therefore leading to expression of the
hypoxiainducible genes without regard to oxygen availability. Finally VHL has been shown to be involved
in fibronectin metabolism [95].

Over 150 mutations have been identified in VHL in all three exons. Approximately 60% of mutations are
nonsense and missense mutations, whereas the remainder are whole gene or partial gene deletions [96–98].
The nature of mutations has been associated with specific phenotypes as discussed in Chapter 5. Founder
mutations in VHL are uncommon but there are a small number of recurring mutations [96, 97].

3.10
TSC1 and 75C2

Tuberous sclerosis (TS) is an autosomal disorder which is characterized by the presence of hamartomas in
multiple organs such as the brain, skin and kidneys (see Section 5.13) [99].

Linkage of TS was first reported in 1987 to chromosome 9q34 and the locus was termed TSC1. There
was immediate evidence of heterogeneity and a second locus, TSC2, was identified in 1992 on 16p13.3.
TSC1 proved to be the more difficult gene to isolate as it lay in a very gene-rich region but mutation
analysis of a number of candidate genes from within the region led to its eventual identification in 1997
[100]. The gene has an 8.5 kb transcript and has 23 exons, 21 of which are coding. The 1164 amino acid
product is termed hamartin. This protein contains a transmembrane domain and a coiled coil region at the C
terminus. Hamartin has been shown to bind ERM proteins via the coiled coil region and is involved in cell
adhesion and RHO signaling [101]. It may also regulate the activity of the product of TSC2.

Identification of an unbalanced chromosome translocation which included a deletion of the short arm of
chromosome 16 in a boy with mental handicap, seizures and autism helped in the more rapid isolation of
TSC2. Positional cloning strategies eventually led to the isolation of the gene and a previously unknown
protein, called tuberin, was predicted from the transcript [102]. TSC2 is a large gene with 41 exons encoding
a protein with 1807 amino acids. Tuberin shows a region homologous to the rap1 GTPase-activating protein,
GAP3, which stimulates hydrolysis of GTP bound rap1a and b to their GDP-bound forms. Rap 1a and b
belong to the RAS superfamily of proteins involved in signal transduction as described in Chapter 2.
Tuberin also contains a leucine zipper region likely to be involved in dimerization and a number of
potential tyrosine kinase phosphorylation sites which may be involved in signaling via proteins with SH2
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domains. A role in cell cycle regulation has also potentially been assigned to tuberin. Tuberin and hamartin
have been shown to interact to form a complex and explain why deficiency of either protein in hamartomas
deregulates cell growth [103]. Recent evidence has also shown that TSC1 and 2 act in a parallel pathway which
converges on the insulin pathway downsteam of AKT indicating that they are novel negative regulators of
insulin signaling [104].

As is the case with the other tumor suppressor genes discussed in this chapter, mutations are found
throughout TSC1 and 2 which include single base substitutions, insertions and deletions [99]. LOH has been
found in a wide variety of tumors including hamartomas, astrocytomas and renal cell cancers. It has
however been documented far more frequently in TSC2 than in TSC1 which may reflect a lower frequency
of TSC1 disease [99].

3.11
PTCH

Gorlin syndrome or basal cell naevus syndrome (BCNS) is a relatively rare, autosomal dominant disorder
associated with multiple basal cell carcinomas of the skin, and palmar and plantar pits [105, 106] as well as
a number of other associated features (see Section 5.12). The gene was mapped to chromosome 9q in 1992
[107] and was isolated in 1996 [108]. The gene is PTCH which contains 23 exons spanning approximately
34 kb. The human PTCH protein is predicted to contain 12 hydrophobic membrane-spanning domains and
two large hydrophilic extracellular loops. PTCH is involved in the sonic hedgehog (Shh) signaling pathway,
a pathway which is important in vertebrate development but which if left uncontrolled leads to cancer.
PTCH is the receptor for Shh and is an inhibitory regulator of the constitutively active transmembrane
protein Smoothened (Smo). Binding of the ligand, Shh, to the receptor relieves PTCH repression of Smo.
This activates the transcription of downstream genes such as the Glil transcription factor, PTCH itself and
other target genes [109]. In the absence of Shh, the activity of Smo is negatively regulated by PTCH,
preventing activation of Glil. Mutations in PTCH, as seen in Gorlin syndrome, relieves repression of Smo
without Shh binding leading to constitutive signaling.

Multiple mutations are found in the PTCH gene in the germ-line of patients with Gorlin syndrome. LOH
has been found in basal cell nevi of Gorlin patients confirming PTCH as a classic tumor suppressor gene.

3.12
Interaction and differences between oncogenes and tumor suppressor genes

As mentioned in Chapter 2 and alluded to at various points in this chapter, no single genetic event causes
tumors. Even retinoblastoma, which has been described as being caused by mutations in a single gene, does
not contradict this because at least two hits are required in the gene for the tumor to develop. Other oncogenes,
for example, MYCN, have also been shown to contribute to the development of retinoblastomas.

Colorectal cancer has been studied perhaps more than any other tumor when investigating the ways in which
tumor suppressor genes and oncogenes might interact, and as such serves as a good model for other cancers.
Colorectal cancer has several hereditary forms which have given some clues as to the genes involved in the
development of sporadic forms of the cancer (see Chapter 7). In addition, it has a well-defined pattern of
progression from adenoma to carcinoma. For these reasons, and also because it is one of the commonest
forms of cancer, more is known about colorectal cancer than most other sporadic cancers. Table 3.4 shows
the major changes in oncogenes and tumor suppressor genes seen in colorectal cancer [110].
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These alterations have been put together to suggest a model for tumorigenesis as described in detail in
Section 7.2 [112]. This colorectal model is similar to that described for other tumors such as small-cell lung
cancer (SCLC), breast cancer and melanoma where, again, evidence for interactions between oncogenes and
tumor suppressor genes has been observed. Such a model provides us with a framework on which to expand. 
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4
Cell cycle control genes and mismatch repair genes

4.1
Introduction

A crucial decision in every proliferating cell is the decision to continue with a further round of cell division
or to exit the cell cycle and return to the stationary phase. Similarly quiescent cells must make the decision
whether to remain in the stationary phase (G0) or to enter into the cell cycle (see Chapter 1). Entry into the
cycle occurs in response to mitogenic signals and exit in response to withdrawal of these signals. To ensure
that DNA replication is complete and that any damaged DNA is repaired, cells must pass through specific
checkpoints. Tumor cells undergo uncontrolled proliferation either due to mutations in the signal
transduction pathways as described in Chapters 2 and 3 or because of mutations in the regulatory
mechanism of the cell cycle.

The first half of this chapter deals with further groups of genes intimately involved in the positive and
negative regulation of the cell cycle which interact with the oncogenes and tumor suppressor genes and
which may in some cases be considered to be such in their own right. The second half deals with genes
associated with DNA repair mechanisms.

4.2
Cyclins and cyclin-dependent kinases

Each of the stages of the cell cycle is carefully controlled by the activation or inactivation of the cyclin-
dependent kinases (CDKs), a group of serine/threonine kinases which form heterodimeric complexes
composed of the CDK which is the catalytic subunit, and their regulatory subunits, the cyclins [1]. The
cyclins can influence when their partners, the CDKs, are active by a combination of regulation of cyclin
abundance and cyclin localization [2]. However other levels of control exist which include the
phosphorylation status of the CDK and the activity of cyclin-CDK inhibitors (CKIs).

Nineteen mammalian cyclins have now been identified (Table 4.1), each of which is required at different
stages of the cell cycle [1]. The cyclins are broadly classified into G1  



Figure 4.1
The stages of the cell cycle and expression of the cyclins CDKs and their inhibitors, the CKIs.

and mitotic cyclins, according to the stage of the cycle in which they are expressed. They all contain a
homologous region of about 100 amino acids called the cyclin box and it is this region of the protein which
binds to the cycling partner, the CDK [3]. Each cyclin undergoes a characteristic pattern of synthesis and
degradation dependent on the stage of the cycle in which it acts (Figure 4.1).

The G1 cyclins are relatively short lived (approximately 30 minutes) and their induction, synthesis and
assembly with the CDKs is dependent on continued mitogenic signaling [1]. The mitotic cyclins are

Table 4.1 Mammalian cyclins and cyclin-dependent kinases
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degraded during or towards the end of mitosis by the proteosome after ubiquitination by the anaphase-
promoting complex (APC). This pattern of degradation of the cyclins is important as it necessarily
inactivates the CDKs.

Co-ordination of nuclear import and export is also important in cell cycle control and can be controlled
by the protein’s nuclear localization sequence. Cyclin D1 is localized to the nucleus during G1 but
translocated to the cytoplasm once DNA replication begins. In the cytoplasm it is targeted for proteolysis by
SCF ubiquitin ligase—a multiprotein complex which ligates ubiquitin to proteins due for degradation by the
proteosome. This process of nuclear transport is mediated by glycogen synthase kinase-3-  (GSK-3- ), in a
process akin to that seen for -catenin in the WNT signaling pathway (Section 3.5.1) [2, 4]. Cyclin A is also
localized to the nucleus upon synthesis and remains there until it is degraded in mitosis. Cyclin E is found
together with CDK2 in Cajal bodies, subcellular organelles associated with histone gene clusters, at the
beginning of the G1/S boundary. Cyclin B1 is localized to the cytoplasm during S phase and G2 phase but is
translocated to the nucleus at the beginning of mitosis. 

CDKs are serine/threonine kinases which can phosphorylate multiple substrates such as RB and p53.
Eleven mammalian CDKs have so far been identified (Table 4.1). Control of the CDKs comes through
binding of their protein partners, the cyclins, which gives them partial activity and by phosphorylation at
specific residues on the kinases to fully activate them [2, 4, 5]. This phosphorylation occurs at a conserved
threonine residue within the T loop, a short peptide sequence within the kinase, to fully open its catalytic
cleft (Figure 4.2). This is carried out by the cyclin H-CDK7 complex, also known as the CDK activating
complex (CAK), a serine/threonine kinase involved in transcription and DNA repair [6]. In addition, the
action of cyclin/CDKs can also be inhibited by phosphorylation which occurs on threonine 14 or tyrosine 15
and is controlled and maintained by the protein kinases, WEE1 and MYT1, thereby keeping the CDK in its
inactive state [2, 4]. This inhibition is relieved when a member of the CDC25 family of phosphatases
dephosphorylates these residues to trigger entry into mitosis (see below and Figure 4.2).

Figure 4.2

Activation and inhibition of the cyclin-dependent kinases showing the amino acids which are phosphorylated and
dephosphorylated. Cyclin binds to the cyclin box; the exact position of binding of the CKIs remains unknown. Steps
involving activation are shown in purple and those which are inhibitory are shown in black.
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4.3
Cyclin-dependent kinase inhibitors

Additional control of cyclins and CDKs occurs by their association with a group of inhibitor proteins known
as the cyclin-dependent kinase inhibitors (CKIs). There are seven different CKIs in mammalian cells, which
are grouped into two different classes according to structural similarities, the CIP/KIP family and the INK4
family [7] (Table 4.2). They regulate CDK activity either by physically blocking activation or by blocking
substrate/ATP access [5].

Table 4.2 Cyclin-dependent kinase inhibitors

The CIP/KIP family is comprised of p21 (WAF1), p27 (KIP1) and p57 (KIP2). These inhibitors form
heterotrimeric complexes with all members of the G1/S class of CDKs. However in stochiometric amounts
in vivo, they only inhibit the cyclin E/CDK2 complexes. Induction of these CKIs occurs in response to a
number of cellular processes. The first CKI to be identified was p21, the effector induced by p53 to allow
DNA damage induced G1 arrest (see Section 3.4.3 and below). Tumor cells lacking a functional p53 are
unable to induce p21, leading to elevated genetic instability. This inhibitor also associates with PCNA, a
subunit of DNA polymerase delta. Both mechanisms inhibit DNA synthesis  and point to a role for p21 as a
major regulator of replication [8]. p27 is induced by a number of antimitogenic signals including cell-to-cell
contact, TGF-  stimulation, serum withdrawal and cAMP accumulation, all of which suggest that it plays a
contributing role in the decision to commit to the cell cycle or to withdraw [8]. It specifically interacts with
cyclin E/CDK2 in the nucleus thereby inhibiting a complex involved in G1 progression. p27 can be regarded
as a potential tumor suppressor gene as it functions as a growth inhibitor and abnormal levels have been
detected in many tumors. There is evidence that it is haplo-insufficient for tumor suppression, with loss of
one copy of the gene contributing to cancer development [1]. p57 is an imprinted gene which has been
associated with Wilms’ tumor and also with Beckwith-Wiedemann syndrome (see Sections 3.7 and 12.3), a
condition associated with overgrowth and a predisposition to tumors. It has a role in the control of the cell’s
commitment to cell cycling or withdrawal to the stationary phase.

The second class of inhibitor is the INK4 (Inhibitor of CDK4) family comprised of the ankyrin repeat
proteins. The four members include p15, p16, p18 and p19. These inhibitors bind to CDK4 or CDK6
preventing their association with, and activation of, cyclin D [8]. p16 is a well-recognized tumor suppressor
gene associated with many cancers. Interestingly the p16 gene also encodes a second protein, the tumor
suppressor, ARF, which acts in the p53 pathway by interacting with MDM2 to block degradation of p53
[9]. The gene encoding p16 has three exons, 1 , 2 and 3. However, there is an alternative first exon, 1 , lying
upstream of 1 , which is also spliced to exons 2 and 3. The initiation codons of exons 1  and 1  are in
different reading frames and hence, when spliced to exons 2 and 3, encode completely different proteins,
either p16 or ARE Overexpression of p18 leads to cell cycle arrest and B cell differentiation. It is closely
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related to p19, overexpression of which results in G1 arrest by cyclin D1/CDK4 inactivation. The last
member of the INK4 family is p15, which is closely related to p16 and like the CIP family member, p27, is
induced by TGF-  and also causes G1 arrest.

4.4
Progression and control of the cell cycle

The cell cycle is controlled by a complex pattern of synthesis and degradation of regulators together with
careful control of their spatial organization in specific subcellular compartments. In addition, checkpoint
controls can modulate the progression of the cycle in response to adverse conditions such as DNA damage.
Cells either enter G1 from G0 in response to mitogenic stimulation or follow on from cytokinesis if actively
proliferating (i.e. from M to G1). Removal of mitogens allows them to return to G0. The critical point
between mitogen dependence and independence is the restriction point or R which occurs during G1. It is here
that cells reach the ‘point of no return’ and are committed to a round of replication. Synthesis of the D-type
cyclins begins at the G0/G1 transition and continues so long as growth factor stimulation persists. This
mitogen stimulation of cyclin D is in part dependent on RAS activation, a role which is highlighted by the
ability of anti-RAS antibodies to block the progression of the cell cycle if added to cells prior to mitogen
stimulation [7]. The availability of cyclin D activates CDK4 and 6 and these complexes then drive the cell
from early G1 through R to late G1; largely by regulation of RB. As described in Section 3.3, RB exists in a
phosphorylated state at the start of G1 complexed to a large number of proteins [10]. Cyclin D-CDK4/6
activation begins phosphorylation of RB during early G1. This initial phosphorylation leads to release of
histone deacetylase activity from the complex alleviating transcriptional repression. The E2F transcription
factor remains bound to RB at this stage but can still transcribe some genes including cyclin E. Levels of
cyclin E therefore increase and lead to activation of CDK2 which can then complete phosphorylation of RB
[11]. Complete phosphorylation of RB then results in the release of E2F to activate genes required to drive
cells through the G1/S transition (Figure 4.3).

Figure 4.3

Regulation of the G1 to S transition.
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The CKIs also play a role in control of cell cycle progression at this stage and in response to
antimitogenic signals, oppose the activity of the CDKs and cause cell cycle arrest. INK4 inhibitors bind to
CDK4/6 to prevent cyclin D binding and CIP/KIP inhibitors similarly inhibit the kinase activity of cyclin E-
CDK2. CIP/KIP inhibitors also interact with cyclin D-CDK4/6 complexes during G1 but, rather than
blocking cell cycle progression, this interaction is required for the complete function of the complex and
allows G1 progression. This interaction sequesters CIP/KIP, preventing its inhibition of cyclin E-CDK2 and
thereby facilitating its full activation to contribute to G1 progression. In the presence of an antimitogenic
signal, levels of cyclin D-CDK4/6 are reduced, CIP/KIP is released which can then interact with and inhibit
CDK2 to cause cell cycle arrest [1, 9].

Cells which have suffered DNA damage are prevented from entering S phase and are blocked at G1. This
process is dependent on the tumor suppressor gene p53 (see Section 3.4.3) and p21. Activation of p53 by
DNA damage results in increased p21 levels which can then inactivate cyclin E-CDK2 to prevent
phosphorylation of RB and inhibit release of E2F to promote transcription of genes involved in DNA
synthesis. This causes the cell cycle to arrest in G1. Clearly, loss or mutation of p53 will lead to loss of this
checkpoint control and cells will be able to enter S phase with damaged DNA. 

After cells have entered S phase, cyclin E is rapidly degraded and CDK2 is released. In S phase, a further
set of cyclins and CDKs, cyclin A-CDK2, are required for continued DNA replication [12]. Two A-type
cyclins have been identified to date, cyclin A1 is expressed during meiosis and in early cleavage embryos
whereas cyclin A2 is present in all proliferating cells. Cyclin A2 is also induced by E2F and is expressed
from S phase through G2 and M until prometaphase when it is degraded by ubiquitin-dependent proteolysis.
Cyclin A2 binds to two different CDKs. Initially during S phase, it is found complexed to CDK2 following
its release from cyclin E and subsequently in G2 and M it is found complexed to CDC2 (also known as
CDK1). Cyclin A2 has a role in both transcriptional regulation and DNA replication and its nuclear
localization is crucial to its function. Cyclin A regulates the E2F transcription factor and in S phase, when E2F
directed transcription is no longer required, cyclin A directs its phosphorylation by CDK2 leading to its
degradation. This down-regulation by cyclin A2 is required for orderly S phase progression and in its
absence apoptosis occurs. Recently cyclin A as well as cyclin E have been shown to be regulators of
centrosome replication and are able to do so because of their ability to shuttle between nucleus and
cytoplasm [13].

The final phase of the cycle is M phase, which comprises mitosis and cytokinesis [14] (Figure 4.4). The
purpose of mitosis is to segregate sister chromatids into two daughter  cells so that each cell receives a
complete set of chromosomes, a process that requires the assembly of the mitotic spindle. Mitosis is split
into a number of stages which includes prophase, prometaphase, metaphase, anaphase and telophase.
Cytokinesis, the process of cytoplasmic cleavage, follows the end of mitosis and its regulation is closely
linked to mitotic progression. Mitosis involves the last of cyclin/CDKs, cyclin B1 and CDC2 as well as
additional mitotic kinases. These include members of the Polo family (PLK1), the aurora family (aurora A,
B and C) and the NIMA family (NEK2) plus kinases implicated at the mitotic checkpoints (BUB1), mitotic
exit and cytokinesis [14].

Entry into the final phase of the cell cycle, mitosis, is signaled by the activation of the cyclin B1-CDC2
complex also known as the M phase promoting factor or MPF This complex accumulates during S and G2

but is kept in the inactive state by phosphorylation of tyrosine 15 and threonine 14 residues on CDC2 by
two kinases, WEE1 and MYT1. WEE1 is nuclear and phosphorylates tyrosine 15 whereas MYT1 is
cytoplasmic and phosphorylates threonine 14 (see Figure 4.2). At the end of G2, the CDC25 phosphatase is
stimulated to dephosphorylate these residues thereby activating CDC2 [2]. These enzymes are all controlled
by DNA structure checkpoints which delay the onset of mitosis if DNA is damaged. Regulation of cyclin
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B1-CDC2 is also regulated by localization of specific subcellular compartments. It is initially localized to
the cytoplasm during G2 but is translocated to the nucleus at the beginning of mitosis. A second cyclin B,
cyclin B2, also exists in mammalian cells and is localized to the Golgi and endoplasmic reticulum where it
may play a role in disassembly of the Golgi apparatus at mitosis.

A further checkpoint exists at the end of G2 which checks that DNA is not damaged before entry into M.
Once more p21 activation by p53 can arrest the cell cycle as at the end of G1. In addition, the CHK1 kinase
can phosphorylate CDC25 to create a binding site for the 14–3–3 protein, a process which inactivates
CDC25, thereby preventing dephosphorylation of CDC2 and halting the cell cycle [15]. Tumor cells can
enter mitosis with damaged DNA, suggesting a defect in the G2/M checkpoint. Tumor cell lines have been
shown to activate the cyclin B-CDC2 complex irrespective of the state of the DNA.

Activation of cyclin B1-CDC2 leads to phosphorylation of numerous substrates including the nuclear
lamins, microtubule-binding proteins, condensins and Golgi matrix components which are all needed for
nuclear envelope breakdown, centrosome separation, spindle assembly, chromosome condensation and

Figure 4.4

The stages of M phase in humans showing the stages of mitosis, the stages at which kinases are involved and the
various checkpoints which control mitotic progression.
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Golgi fragmentation respectively [14]. During prophase, the centrosomes—structures which organize the
microtubules and which were duplicated during G2—separate to define the poles of the future spindle
apparatus, a process regulated by several kinases including the NIMA family member NEK2, as well as
aurora A. At the same time centrosomes begin nucleating the microtubules which make up the mitotic spindle.
Chromatin condensation also occurs accompanied by extensive histone phosphorylation to produce well-
defined chromosomes. Nuclear envelope breakdown occurs shortly after centrosome separation. The
nuclear envelope is normally stabilized by a structure known as the nuclear lamin which is composed of lamin
intermediate filament proteins. This envelope is broken down as a result of hyperphosphorylation of lamins
by cyclin B-CDC2.

During prometaphase, the microtubules are captured by kinetochores, the structure which binds to the
centromere of the chromosome. Paired sister chromatids interact with the microtubules emanating from
opposite poles resulting in a stable bipolar attachment. Chromosomes then sit on the metaphase plate where
they oscillate during metaphase.

Once all bipolar attachment is complete anaphase is triggered. This is characterized by simultaneous
separation of all sister chromatids. Each chromosome must be aligned in the center of the bipolar spindle
such that its two sister chromatids are attached to opposite poles. If this is correct, the anaphase-promoting
complex (APC) together with CDC20 is activated to control degradation of proteins such as securin. This in
turn activates the separin protease which cleaves the cohesin molecules between the sister chromatids
allowing them to separate [14].

At this stage there is one final checkpoint, the spindle assembly checkpoint, at the metaphase to anaphase
transition, which checks the correct assembly of the mitotic apparatus and the alignment of chromosomes on
the metaphase plate [14]. The gatekeeper at this checkpoint is the APC complex. Unaligned kinetochores
are recognized and associate with the MAD2 and BUB proteins which can prevent activation of APC and
cell arrest at metaphase preventing exit from mitosis. In tumor cells abnormalities of spindle formation are
found, suggesting that checkpoint control is lost.

Mitotic exit requires that sister chromatids have separated to opposite poles. During telophase, nuclear
envelopes can begin to form around the daughter chromosomes and chromatin decondensation occurs. The
spindle is also disassembled and cytokinesis is completed. The control of these processes requires
destruction of both the cyclins and other kinases such as NIMA and aurora family members by ubiquitin-
dependent proteolysis mediated by APC. Daughter cells can now re-enter the cell cycle.

4.5
Cyclins, CDKs and CKIs in cancer

Mutations in cell cycle regulators are a common feature of human tumors. Alterations include
overexpression of cyclins such as cyclin D and E and the CDKs such as CDK4 and 6 as well as loss of CKI
such as p15 and 16 [4]. Tumor-associated changes in the cell cycle regulators include chromosome
alterations such as amplification of cyclin D1 or CDK4, translocation of CDK6 and deletion of INK or RB.
In addition point mutations are found in CDK4 and 6, in RB and in p16. More recently epigenetic
inactivation of INK4 or RB by promoter hypermethylation has been identified. Such alterations are
discussed in subsequent chapters. Rapid advances in the last few years have begun to show how disruption
of cell cycle processes are involved in tumorigenesis. Components of the cell cycle have consequently
begun to be investigated as targets for cancer therapy and a variety of inhibitors of the CDKs have been
investigated [4],
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4.6
Mismatch repair genes

The importance of mismatch repair (MMR) genes has been highlighted by the discovery that both
sporadic and hereditary colorectal cancers show defects in these genes [16]. Hereditary nonpolyposis colon
cancer (HNPCC) accounts for around 10–15% of all colorectal cancer (see Chapter 5). The first of six
causative genes for this disease was mapped to chromosome 2p21 by linkage studies. A clue to the function
of the gene which subsequently helped in its isolation came from studies of the tumors in these patients.
When DNA from tumors was compared with DNA from normal tissues, the tumor DNA showed
widespread alterations in short repeated sequences—microsatellite repeats (see Section 14.2.5)—distributed
throughout the genome [17]. These were seen as additional alleles over and above the usual one or two
alleles identified in the normal tissue DNA (Figure 4.5). This finding suggested that replication errors,
caused by slippage of DNA polymerase, had occurred during tumor development  
and had not been repaired. This phenotype was termed replication error positive (RER positive) or
microsatellite instability. Similarly, RERs were seen in sporadic colorectal cancers as well as other tumors
such as endometrial, breast, prostate, lung and stomach [18–20]. The mechanism underlying this
observation was suggested by previous studies of bacteria and yeast in which it had been shown that defects
in mismatch repair genes resulted in instability of microsatellite repeats.

The best-studied mismatch repair system is the DNA adenosine methylase (DAM)instructed Mut HLS
pathway in Escherichia coli (Table 4.3) [21]. DNA polymerase misincorporation errors occur during DNA
replication and will result in the introduction of mismatches at approximately one in every million
nucleotides. These are normally repaired post-replication. Mismatch repair in E. coli occurs via excision of

Figure 4.5

Microsatellite instability (MSI) in colorectal cancer. Five microsatellite markers have been used to look for MSI in
tumor DNA. Each marker has been analyzed using PCR with fluorescently labeled primers and the products separated
by electrophoresis on a DNA sequencer. Alleles detected in normal tissue DNA are shown in black and tumor DNA
alleles are shown in purple. Figure courtesy of Yvonne Wallis, WestMidlands Regional Genetics Laboratory.
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the newly synthesized strand containing the mismatch (Figure 4.6) The newly synthesized strand is
identified by the lack of methylation (methylation of this strand by the DAM methylase normally occurs
post-replication). The mismatch is initially recognized by the MutS protein and is stabilized by the
subsequent binding of MutL. MutH is then activated by this binding and the protein, which has single-
stranded nuclease activity, nicks the unmethylated strand of DNA. The nicking is followed by the excision
step involving the ATP-dependent helicase UvrD and one of the single-stranded exonucleases (exoI, exoVII
or recJ) to remove several thousand nucleotides. The DNA is then resynthesized by the polymerase III
holoenzyme and finally the DNA nick is sealed by DNA ligase.

Saccharomyces cerevisiae has a similar mismatch repair system to that found in E. coli (Table 4.3) Six
MutS homologs have been identified which function in the mitochondria and the nucleus. Mutations in
MSH1 and 2 in particular lead to a high spontaneous mutation rate. MSH4 and 5 do not function in MMR
but play a role in meiosis. There are several MutL homologs in yeast, notably MLH1–3, PMS1 and PMS2.
MLH1 acts in conjunction with MSH2 and PMS1 in the major mismatch repair pathway. MLH2 does not
appear to be involved in MMR but PMS1 and 2 both appear to play a role. In 5. cerevisiae, mutations in  
the mismatch repair genes lead to destabilization of repetitive DNA by up to 700-fold [22]. This finding was
a preliminary clue to suggest that the RER phenotype see in colorectal cancers might be caused by defects
in MMR and eventually led to the identification of the genes involved in HNPCC.

Six mismatch repair genes have been identified in humans (Table 4.4). hMSH2 lies at 2p21, the location
initially identified in HNPCC families by linkage analysis [23]. Linkage analysis suggested the position of a
second HNPCC gene at 3p21 and this was cloned by a degenerate PCR approach [24]. Two further human
homologs of MutL, hPMS1 and hPMS2, were then identified by the same method and mapped to
chromosomes 2q and 7p respectively [25]. Although PMS1 was originally thought to play a role in
HNPCC, it has recently been shown that the family in which the PMS1 mutation was identified also has a
MSH2 mutation and the PMS1 mutation is likely to be a chance finding. There is currently no role for PMS1
in HNPCC predisposition [16]. A fifth human mismatch repair gene, MSH6, also known as GTBP (for G/T
binding protein), was identified which forms dimers with HMSH2 [26]. This gene is estimated to lie within
one Mb of HMSH2 and may have been produced by duplication of the primordial MutS gene. Lower levels
of MSI have been found in tumors of patients with hMSH6 mutations compared with the high levels seen in
tumors caused by germ-line mutations of the other mismatch repair genes [27]. hMLH3 was isolated by
homology to hMLH1 with which it was subsequently shown to interact [28].

In humans, the mismatch repair proteins combine as heterodimers with MSH2 being central to the role of
mismatch recognition and MSH3 and MSH6 directing the specificity [29]. Single base mispairs are bound

Table 4.3 Mismatch repair genes in bacteria, yeast and humans
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by MSH2/MSH6 dimers called hMutS  whereas large insertion-deletion loops are recognized by MSH2-
MSH3 complexes called MutS . Single nucleotide loops can be recognized by either complex. The
recognition of the mismatches leads to the ATP-dependent formation of a repair complex containing MLH1
and PMS2, or occasionally MLH1/MLH3 or MLH1/PMS1, together with proliferating cell nuclear antigen
(PCNA), replication protein A (RPA), replication factor C (RFC), one or more exonucleases, a DNA
helicase and polymerase  and  to repair the DNA. The mismatch repair genes also have a number of other
functions which include repair of branched DNA structures, the direction of non-MMR proteins in
nucleotide excision and other forms of DNA repair and involvement in meiotic crossing over.

Several studies have indicated how defects in these genes might lead to the development of tumors by
showing that loss of these genes leads to a mutator phenotype. In other words, mutations in mismatch repair

Figure 4.6

Mismatch repair in E. coli. The mismatch on the newly replicated strand is recognized initially by the MutS protein. MutL
subsequently binds to stabilize the structure and MutH cuts the unmethylated strand. The UvrD protein together with
one of the single-stranded exonucleases removes 1–2 kb. The new strand is resynthesized by the po/III holoenzyme.
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genes result in a higher than normal mutation rate, allowing the accumulation of mutations in other genes
such as p53 or the adenomatous polyposis coli gene, APC [30, 31]. Other target genes include those
involved in apoptosis and signal transduction [32, 33]. In addition, increased mutational inactivation of
genes involved in double-strand break repair may contribute to an increase in chromosomal aberrations in
MMR-deficient cells [34]. This function of the MMR genes has led to the concept of the genes as
‘caretakers’ of the genome as opposed to genes such as APC, which are considered to be ‘gatekeepers’.
Caretakers act to suppress growth by ensuring the fidelity of DNA by effective repair of DNA damage and
prevention of genomic instability. Loss of the caretaker function leads to cancer by increasing the mutation
rate thereby increasing the chances that a gatekeeper gene function will be lost.

As already described in Chapter 3, the tumor suppressor genes are associated with loss of heterozygosity
leading to defects in both copies of the gene. Initially no evidence of LOH was found at either 2p21 or
3p21, suggesting that the mismatch repair genes operated by a different mechanism. However it is now
clear that these genes also follow a version of the two-hit hypothesis leading to cells which are deficient in
mismatch repair. Several pieces of evidence support this. First, analysis of a number of tumors from
individuals with germ-line mutations in either hMSH2 or hMLH1 demonstrated somatic mutations in the
second copy of the gene [25, 35, 36]. Second, cell lines with a mutation in only one copy of hMSH2 were
found to be proficient in mismatch repair whereas those which were hemizygous for a mutation were repair
deficient [37, 38]. Finally, loss of the wild-type allele has been shown to occur in 25% of tumors from
patients with germ-line mutations in hMLH1 [39]. LOH has however not been described at the hMSH2
locus [40].

Hypermethylation of the promoter region of hMLH1 has also been shown as an alternative mechanism of
inactivation of the MMR genes and tumor cells in these cases showed the RER phenotype and lack of
MLH1 protein [41, 42]. Mutations of hMLH1 plus promoter hypermethylation may be the major cause of
the RER phenotype in sporadic RER-positive colorectal cancers. Again evidence of inactivation by
promoter methylation was not seen in hMHS2.

The use of the oncogenes, tumor suppressor genes, cell cycle regulators and mismatch repair genes in the
diagnosis and in determining the prognosis of some of the commonest cancers is discussed in the following
chapters.
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5
Hereditary cancers

5.1
Introduction

Genetic factors are likely to be the primary determinants of the cancer seen in around 5–10% of cancer
patients. The identification of some of these cancer susceptibility genes has revolutionized our
understanding of cancer in general as described in other chapters. However it has also allowed us to
improve our management of patients in those families with a genetic predisposition by offering
presymptomatic testing and hence early intervention and treatment for the disease. This chapter will
describe the clinical usefulness of the tumor suppressor genes whose biological function was described in
Chapter 3 as well as give an example of one oncogene which has been associated with familial cancers.

5.2
Inherited cancer syndromes

Inherited cancer syndromes can be recognized by a number of features such as an earlier age of onset than
is normal for the cancer, the presence of multiple tumors or bilateral disease, a familial clustering of cancers
and segregation of the disease in a mendelian manner. Some of the hereditary conditions and their
associated genes were listed in Chapter 3 in Table 3.1.

Recognition of a genetic predisposition in a family means that they can be offered screening clinically.
However in the majority of these syndromes the disease segregates in an autosomal dominant manner which
means that 50% of the offspring will develop the disease and 50% will not. Screening by clinical methods
necessarily means that all individuals will have to have regular invasive procedures which can be
unpleasant and stressful for the patient as well as costly for the provision of health services. The
identification of the genes causing many of the inherited cancers means that we can now adopt a more
targeted approach to helping each family. Once a family has been identified as having an inherited
predisposition to cancer, the causative gene or genes can be screened and the mutation responsible
identified. At-risk family members can then be offered a test to determine if they have inherited the defective
gene and if they have, they can then continue to be screened clinically and treated at an early stage before
the cancer develops. Those who have not inherited the defective gene need no longer be included in the
screening program.



5.3
Procedures for genetic testing

Genetic testing for inherited cancers requires appropriate indications and a testing strategy plus provision of
both pre- and post-test counseling. For this reason, it is generally recommended that testing should be
carried out within the structure of a genetics center where multidisciplinary teams are available to provide
both clinical and scientific expertise [1, 2]. This enables a full pedigree of the family to be drawn up,
confirmation of diagnoses to be made, information on individual risks to be available to families and
support to be on hand when results are given. There are a number of ethical issues which also should be
considered before predictive testing is carried out. One of these is the age at which testing should be done.
In general, testing should not be carried out on children until they are at an age to understand the process
and make their own decision as to whether they want the test [3]. Incorporation of a positive result in a
child’s medical record could for example also have problems in later life such as with employment and
insurance issues. However some conditions, such as familial adenomatous polyposis, develop during
adolescence and it may therefore be appropriate to carry out the testing in childhood [1, 4, 5]. In other
conditions such as hereditary nonpolyposis colon cancer, the majority of individuals do not develop the
disease until they are in their 20s or 30s so predictive testing can be delayed until individuals reach adult
life. Screening options in some inherited cancers may be straightforward, as in hereditary colon cancers, in
which a premalignant lesion can be identified at an early stage and appropriate surgery can be carried out. A
more difficult issue to address is how to deal with situations for which clinical screening is not proven, e.g.
in Li-Fraumeni syndrome. This condition is associated with a wide spectrum of tumors (see below) for
which effective screening is not readily available. In this situation, it may be that individuals may prefer to
be aware of their risks so that they can plan their life and make informed decisions about issues such as
childbearing even though the available clinical screening may not be able to help them directly. Similarly in
familial breast cancer, mammography in premenopausal women is not entirely efficient. In addition it is
now clear that the penetrance of some genes such as the BRCA1 and 2 genes associated with familial breast
and ovarian cancer is not 100%. Women therefore have to be made fully aware of their options before deciding
on a treatment such as prophylactic mastectomy [6]. Finally the option of prenatal diagnosis needs careful
consideration for a condition with adult onset and for which treatment such as prophylactic surgery can
potentially offer at least a partial cure.

In each family, DNA from an affected individual should always be tested in the first instance to identify
the causative mutation. If there is no living affected individual in a family from whom DNA can be
obtained, it is still feasible to carry out mutation detection if formalin-fixed paraffin blocks of tissue
removed at the time of surgery are available from which DNA can be extracted [7]. Unaffected at-risk
individuals should not be tested until a mutation is identified since no method of mutation detection is 100%
sensitive. The absence of an identifiable change in an at-risk individual does not therefore necessarily mean
that the individual is no longer at risk if the familial mutation has not been identified prior to testing.

5.4
Familial colon cancer

In the USA around 150000 cases of colorectal cancer are diagnosed each year and it is the cause of death in
around 60000. In the UK, it accounts for around 15000 deaths per annum and as such the disease remains a
major cause of morbidity and mortality in the Western world. A hereditary component will be present in 10–
15% of cases of colorectal cancer. The underlying mechanism in many of these remains unknown but in
recent years it has been well established for two conditions. These are familial adenomatous polyposis
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(FAP) and hereditary nonpolyposis colon cancer (HNPCC) which together account for up to 5% of cases of
colorectal cancer. Mutations in the causative genes for these two diseases place mutation carriers at a lifetime
risk of developing colorectal cancer of 80–100% [8]. Both conditions are inherited in an autosomal
dominant manner and thus 50% of the offspring of an affected parent are at risk of developing the disorder.
The identification of the genes responsible for these syndromes means that it is now possible to offer
patients presymptomatic diagnosis and assist in the early removal of potentially malignant lesions
preventing the development of cancer and the early death of the individual. 

5.4.1
Familial adenomatous polyposis (FAP)

FAP accounts for around 1–2% of all colorectal cancer and has an incidence of approximately 1 in 10000. It
is characterized by the presence of hundreds to thousands of polyps throughout the colon and rectum and
the presence of these features can be used to confirm the diagnosis (Figure 5.1). Without surgical
intervention it is close to 100% certain that at least one of these polyps will become malignant usually by
the third or fourth decade of life. Before the introduction of intensive screening and molecular testing was
introduced, cancer was often already present by the time the patient was investigated and frequently led to
early death [9]. In addition to the colorectal symptoms, a number of extracolonic features are associated
with the disease including osteomas and epidermoid cysts. Gardner syndrome was initially taken to refer to

Figure 5.1

Colon of a 12-year-old FAP patient showing multiple polyps throughout the colon.
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the association of colorectal polyps together with epidermoid cysts and osteomas but it is now accepted to
be a variant of FAP. Congenital hypertrophy of the retinal pigment epithelium (CHRPE) is found in
approximately 80% of families and, if present, may be a useful indicator of a gene carrier [4]. Desmoid
tumors are a significant cause of morbidity and mortality in FAP patients and are particularly found
following surgery. Hereditary desmoid disease has also been described which shows autosomal dominant
inheritance of desmoids without the occurrence of colorectal polyposis [10]. Upper G1 adenomas also occur
in some families as well as hepatoblastomas, periampullary cancers, medulloblastomas and thyroid cancers
[11]. Attenuated FAP is characterized by the presence of less than 100 polyps, a later onset of carcinoma
and usually with a lack of extracolonic features [12]. Approximately 20% of all cases of FAP are due to new
mutations.  

Prevention from early death from colorectal cancer requires reliable screening procedures. The
recommended treatment for FAP is generally a total colectomy with ileorectal anastomosis. Subsequent
monitoring should then include lifelong surveillance of the rectal stump and regular upper gastrointestinal
surveillance. ‘At-risk’ individuals should be monitored by regular, usually annual, sigmoidoscopy from the
early teens until at least 40 years of age [9].

The gene for FAP, the APC gene, was isolated in 1991 as detailed in Chapter 3. The iso-lation of the gene
enabled direct mutation analysis of the families to be carried out. Many mutations have so far been
identified [13, 14] and are spread throughout the coding region of APC. The vast majority, >99%, of
mutations are truncating mutations caused either by point mutations or small insertions or deletions. The
majority of mutations have only been seen in a single family. However two mutations have been found
world-wide and account for up to 10% of cases of FAP. These are both 5bp deletions occurring at codon
1061 and codon 1309. A database of APC mutations can be found at http://perso.curie.fr/Thierry.Soussi/
APC.html and these are summarized in Table 5.1.

No missense mutation has as yet been shown to be the primary determinant of the disease although some
have been implicated as predisposing to colon cancer [15, 16]. One particular variant, I1307K is found in

Table 5.1 Distribution of mutations in APC

*=data taken from APC database at http://perso.curie.fr/Thierry.Soussi/APC.html.
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around 6% of the Ashkenazi Jewish population and carriers are at a several-fold increased risk of
developing colorectal cancer compared to the general population. This mutation creates a poly A tract which
is hypermutable and undergoes slippage to produce frameshift mutations in vitro and may act because of
dominant negative influences of mutations in this critical region of APC in vivo [15]. However it remains
possible that other susceptibility factors outside of the hypermutable tract may contribute to the
predisposition to colorectal cancer [17]. A second missense mutation E1317Q has been identified which is also
associated with increased risk of colorectal adenomas. This variant appears also to have a dominant
negative effect on the APC/ -catenin pathway [16].

Mutation analysis of DNA from an affected individual normally depends on the use of a technique such
as SSCP, dHPLC or DGGE (see Chapter 14.2.3) to study the first 14 small exons and PTT is most
commonly used to study exon 15 in four overlapping fragments. The two common mutations can be
screened for by direct PCR [18]. Even if affected individuals are deceased, it is still possible to obtain
mutation results as DNA extracted from tumor blocks has been shown to be suitable for PCR analysis [7]. A
germ-line mutation has been identified in 20–90% of FAP patients in published studies [13, 14]. The
variation in pick up rates reflects the extent to which the gene has been analyzed and the technique used,
although will also reflect the accuracy of the clinical diagnosis of the patient referred. The majority of
analyses have concentrated on searching for point mutations or small insertions or deletions of APC. Recent
evidence also suggests that large deletions may also contribute to the mutation spectrum and these may
increase further the mutation detection rate [19].

Several studies have examined genotype-phenotype correlations in APC (Figure 5.2) [13, 18, 20]. An
early association was made between the position of mutation and the presence or absence of CHRPE with
lesions occurring in those families with mutations located between codons 457 and 1444 [18, 21]. Desmoid
tumors are primarily, although not solely, associated with mutations at the 3′ end of the gene [22].
Mutations from codons 1250 to 1464 have been associated with a profuse phenotype with more than 5000
polyps present [23] and the commonly seen mutation at codon 1309 is associated with a severe phenotype
[24]. Attenuated FAP is associated with mutations near the extreme 5′ or 3′ ends of the gene or in the
alternatively spliced region of exon 9 [12]. Mutations in the two ends of the gene result in an unstable
protein which is rapidly degraded leaving cells with half of the level of the wild-type protein. Tumors will
eventually develop however, due to the decrease in the level of APC but do so at a later age than in classical

Figure 5.2

Genotype-phenotype correlations in APC showing regions in which mutations cause attenuated APC (AAPC), profuse
polyposis, CHRPEs or desmoid disease.
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FAP as there is some functional protein present. However, no genotype-phenotype correlation is absolute
and cannot be used clinically to predict the phenotype. For example, a particularly severe phenotype has
been seen in two families with mutations in exon 11. In these families, affected individuals were diagnosed
as young as 5 years of age and cancer was detected in one individual age 9 years [5]. The correlations can
be used however for mutation screening purposes to indicate the region in which to begin scanning [13].

The complex relationship between genotype and phenotype may be even more complex in FAP and
additional genes, which could modify the phenotype, have been identified [25]. The first modifier locus for
FAP was identified by studies of the MIN mouse—a mouse that carries a truncating mutation in APC and
consequently develops multiple intestinal polyps [26]. The number of polyps was shown to depend on the
genetic background and different crosses showed a significant decrease in polyp number. These differences
suggested the existence of a modifier gene which was identified and termed MOM1 (for Modifier of Min1).
One candidate gene for MOM1 in humans, PLA2G2A, encodes the secreted form of phospholipase A2 [24]
although mutation analysis has so far failed to detect any abnormalities, casting doubt on its role. A second
modifier locus has recently been identified in further crosses of the mice, termed MOM2 [27]. Linkage has
placed this locus on mouse chromosome 18 which shows synteny with human chromosome 18q, a region of
the genome which shows frequent LOH in colorectal tumors. To date no candidate gene has been isolated
from this region although a number of genes commonly implicated in colorectal cancer have been excluded
[28].

A number of treatment strategies including the use of nonsteroidal anti-inflammatory drugs such as
sulindac, starch and aspirin are now under investigation in individuals proven to be APC mutation carriers with
a view to try to prevent or slow down the development of polyps although results to date show significant
differences in efficacy [29, 30].

5.4.2
Hereditary nonpolyposis colon cancer (HNPCC)

HNPCC is more common than FAP, accounting for 3–5% of colorectal cancers. It is subdivided into three
clinical forms called Lynch type 1, Lynch type 2 and Muir Torre syndromes. As with FAP, it is associated
with colorectal cancer but the mean age of onset is later than in FAP at around 45 years of age. Other
features include: (1) predominantly right-sided tumors; (2) the presence of synchronous and metachronous
tumors; (3) tumors with poor differentiation; and (4) tumors which behave rather more indolently than other
colorectal cancers [31]. In Lynch type 2 syndrome, as well as colorectal cancer, there is an increased risk of
other cancers such as endometrial, ovarian, stomach, small bowel and hepatobiliary cancers as well as
transitional cell tumors of the renal pelvis and ureter (Figure 5.3). In  Muir Torre syndrome all of these
cancers are found along with sebaceous adenomas, carcinomas and keratoacanthomas. Turcot syndrome,
which is associated with polyps in the colon plus glioblastomas, has been considered to be a separate entity
but there is an overlap as some cases have been shown to have mismatch repair mutations and others have
APC mutations. Treatment for HNPCC-affected individuals is generally subtotal colectomy with ileorectal
anastomosis or hemicolectomy with surveillance of the remaining bowel. Because of the high risk of
endometrial cancer, prophylactic hysterectomy has also been recommended.

Unlike FAP, HNPCC cannot be distinguished purely on clinical features. It was originally defined by a
series of criteria termed the Amsterdam criteria (AC), which were described to facilitate research before the
isolation of the causative gene (Table 5.2) [32]. However the Amsterdam criteria do not take into account
other features of the disease, such as extracolonic cancers, and are now generally considered too strict for

82 MOLECULAR BIOLOGY OF CANCER



assessing families suitable for molecular testing now that the genes have been identified. Less-strict criteria
have been identified termed the Bethesda criteria (Table 5.2) [33].

As described in Chapter 4, six mismatch repair genes have now been identified which are mutated in
families with HNPCC. Mutations in MSH2 and MLH1 account for approximately 50% and 40% of
mutations, respectively [34], with the majority of the remainder being found in MSH6 [35] and MLH3 [36].
PMS1 and 2 were originally also believed to cause HNPCC but the significance of PMS1 is now under debate
and PMS2 mutations are found primarily in patients with a Turcot-like phenotype [37]. Distribution and
nature of mutations can be found on the HNPCC mutation database (www.nfdht.nl). Truncating mutations,
caused by point mutations or small insertions and deletions, are common but, in addition, a large number of
missense mutations have also been identified. These are technically the more difficult to deal with as it is not
usually clear whether they are the cause of disease or merely polymorphisms. Functional analysis is now
beginning to   clarify those which can be regarded as pathogenic. Otherwise presymptomatic diagnosis for
missense mutations is not recommended [38–40]. Mutations have primarily been found within the coding
region of the genes but recently promoter mutations have also been identified [41]. Large genomic deletions
also occur in 10–25% of HNPCC kindreds and it is therefore important to screen for these when carrying out
mutational analyses [42, 43]. There are no common mutations as such in HNPCC although a number of
founder mutations have been recognized, particularly in Finland [44], in Newfoundland [45] and in the
Ashkenazi Jewish population [46].

Mutation analysis of the mismatch repair genes is usually by a scanning technique such as SSCP or
dHPLC [47] (see Chapter 14.2.3) or by direct sequencing of the genes. The protein truncation test (PTT) has
also been used but is complicated by the existence of a number of splice variants within the gene [48].

Figure 5.3

Pedigree of a family with HNPCC showing multiple tumors at several sites as well as the colon. This family have Lynch
type 2 syndrome. 1–1 died from colorectal cancer age 55, 11–1 died from colorectal cancer age 60. II-4 developed
endometrial cancer at 40 years of age and colorectal cancer at 50, II-5 developed endometrial cancer at 46 years,
bladder cancer at 52 years and small bowel cancer at 55 years. In the third generation, III-2 developed endometrial
cancer at 36 years and colorectal cancer at 44 years, III-4 had two synchronous colorectal cancers at 45 years which
were resected and two further cancers in the remaining colon at 54 years, III-5 had colorectal cancer at 50 years, III-6
also developed colon cancer at 46 years, III-8 was first diagnosed with cancer of the ureter at 49 years and subsequently
had two synchronous colorectal tumors at 52, III-9 developed endometrial cancer at 41 years. In the fourth generation
there are six individuals at 50% risk of developing HNPCC and four whose parents are so far unaffected who are still at
25% risk.
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Deletions can be detected by multiplex PCR and dosage techniques [49] or by multiplex ligation-dependent
probe amplification (MLPA) [50]. Mutation detection rates of around 50–60% have been reported in AC
families but are only found in 10–15% of those which do not fulfil the criteria [51].

Unlike FAP, there are no very clear genotype-phenotype correlations in HNPCC. Some loose
associations have however been made. There is an increased risk of extracolonic cancers in individuals with
MSH2 mutations compared to MLH1 mutations [52]. MSH6 mutations have been associated with an
atypical phenotype occurring in smaller pedigrees and associated with a later age of onset, a predominance
of endometrial and ovarian cancer and a lower incidence of microsatellite instability [53]. As might be
expected the phenotypes of mutation-positive families differ from those without mutations. Those without
mutations show a lower frequency of multiple cancers as well as a lower frequency of extracolonic cancers
and a higher age of onset of cancers [54].

As mutation analysis can be very time consuming, several studies have tried to develop a rational,
efficient and reasonably cost-effective strategy to screen for mutations in the genes associated with
HNPCC. Algorithms such as the Amsterdam criteria can be used to select patients for mutation analysis but
these may be too narrow and small families or those with a significant number of extracolonic cancers, not
considered by the AC, may be excluded from analysis. Mutations in these families will therefore never be
detected if screening is limited to this group [55]. As described in Chapter 4, the majority of HNPCC
tumors exhibit the feature of microsatellite instability (MSI). It has therefore been suggested that a
consolidation of these two strategies, i.e. combination of family information plus the presence of MSI
should be considered to select those individuals to be put into mutation screens [56]. The Bethesda criteria
described in Table 5.2 were developed to select those individuals to be tested for MSI. Those who showed
instability could then proceed to mutation screening [33]. Immunohistochemical analysis in combination
with MSI analysis can also be used to identify individuals suitable for mutation analysis. Antibodies are now

Table 5.2 Amsterdam and Bethesda criteria for diagnosis of hereditary nonpolyposis colon cancer
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available for mismatch repair proteins and can be used to look for lack of protein indicating a mutation in a
specific gene (Figure 5.4). This approach also narrows down the gene to be screened for a mutation [57, 58].
A development of this approach is to use tissue microarrays to simultaneously screen a number of tumors
[58].

Preliminary therapeutic studies for HNPCC families have recently been initiated. One study has so far
shown that MSI in colorectal cells carrying a MMR defect is considerably reduced following exposure to
sulindac or asprin [59].

5.4.3
Other syndromes predisposing to colorectal cancer

A number of other conditions, predisposing to colorectal cancer, for which a gene has now been isolated
include juvenile polyposis syndrome (JPS), Cowden syndrome (CS) and Peutz-Jegher syndrome (PJS) all of
which are included in the group of hamartomatous polyposis syndromes. 

A small proportion of children who develop polyps in their colons have juvenile polyposis which is
caused in some cases by mutations in the SMAD4 gene [60]. This is an 11-exon gene encoding a protein
with a highly conserved C terminus which is a cytoplasmic mediator involved in the TGF-  signaling
pathway. Loss of the C terminus of SMAD 4 results in loss of TGF-  signaling [61]. A common 4bp
deletion in exon 9 of SMAD4 has been found in up to 25% of patients with JPS [62]. However JPS is
genetically heterogeneous and individuals without SMAD4 mutations have been found to have mutations in
a further gene in the TGF-  pathway, BMPR1A, which encodes the bone morphogenetic protein receptor 1A
[63]. This is a serine-threonine kinase receptor involved in phosphorylation of the SMAD family proteins.
Mutations in this gene have been found in around 40% of individuals with JPS. At least one more gene
remains to be identified in JPS.

Cowden syndrome (CS) is a rare syndrome associated with hamartomas in multiple organs including
breast, thyroid, skin and gastrointestinal tract. Gastrointestinal polyps are found in 35–40% of patients,
breast cancer develops in 25–50% of women with the condition and thyroid cancer occurs in a small
proportion. A tumor suppressor gene termed PTEN (Phosphatase and Tensin homolog deleted on
chromosome 10) was shown to be the gene for CS after mutations were identified in several cases [64].
PTEN acts in the PI-3 kinase pathway dephosphorylating phosphatidlyinositol 3, 4, 5 tri-phosphate to
phosphatidyl-inositol -di 4, 5 phosphate. Mutations in PTEN lead to the accumulation of the triphosphate
which activates the antiapoptotic protein kinase B, AKT [65]. Germ-line mutations have now been
identified in over 80% of cases of CS spread throughout the 9 exon gene although some clustering is seen
within exon 5 [66].

Peutz-Jegher syndrome (PJS) is again a rare hamartomatous polyposis syndrome with hamartomas in the
intestine and an increased risk of cancer of the intestine, pancreas, breast, ovary, testis, uterus and cervix.
The causative gene was mapped to chromosome 19q and was subsequently shown to be the STK11 (for
Serine Threonine Kinase 11) gene also known as LKB1 [67, 68]. As its name suggests, the STK11 protein is
a kinase, which func-tions as a suppressor at the G0 to G1 checkpoint of the cell cycle. Mutations have been
detected in the majority of cases of PJS with some hot spots in exons 1 and 7 of the 9 exon gene. Mutations
result in the loss of the kinase function of the protein. This together with the evidence of LOH in PJS polyps
indicates that this kinase functions as a tumor suppressor gene in contrast to other kinases involved in
familial cancer syndromes such as MET and RET which have gain-of-function mutations reflecting their
role as oncogenes.
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Figure 5.4

Immunostaining for MLH1 protein, (a) shows loss of MLH1 staining whereas there is no loss of MSH2 staining in (b).
Tumors with loss of antibody staining are those which also exhibit MSI. Figure courtesy of Dion Morton, Department
of Surgery, University of Birmingham.
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A novel gene predisposing to colorectal cancer has recently been identified through studies of a family
with multiple colorectal adenomas and carcinoma in whom germ-line mutations of APC or MMR genes had
been excluded [69]. Analysis of tumor DNA in this family showed a highly significant increase in G to T
transversions in the APC gene. Such transversions are caused by oxidative damage to DNA and it was
known in E. coli that this type of damage is repaired by three enzymes, mutM, mutY and mutT, belonging
to the base excision repair pathway. One of the human homologs of the bacterial genes is MYH. Germ-line
DNA of affected individuals was therefore analyzed for mutations in this gene and patients were shown to
be compound heterozygotes for the nonconservative missense mutations, Tyrosine to Cysteine at codon 165,
and Glycine to Aspartic acid at codon 382. Follow-up studies in further families with multiple colorectal
adenomas confirmed these findings [70, 71]. Screening of MYH is now recommended in families with
multiple adenomas without an APC mutation.

5.5
Familial breast and breast/ovarian cancer

Major susceptibility genes account for approximately 5–10% of all breast cancer. In women under 35 years
of age, inherited breast cancer accounts for around 35% of cases   although it accounts for <1% of cases
diagnosed over 80 years of age. The syndromes associated with inherited breast cancer are shown in
Table 5.3. In addition, common genetic variants are likely to account for a significant proportion of cases.
These include polymorphisms in the CYP17 gene which encodes a cytochrome 450 enzyme and in the
glutathione transferase (GST) family [72].

5.5.1
BRCA1 and BRCA2

As described in Chapter 3, these two genes, accounting for a significant proportion of familial breast
cancer, were identified in 1994 and 1995 respectively. BRCA1 mutations predispose to both breast and
ovarian cancer. BRCA2 is primarily associated with breast cancer and less frequently with ovarian cancer.
However BRCA2 gene carriers are at risk of other cancers including prostate cancer, pancreatic cancer,
laryngeal cancer and melanomas [73]. In addition, BRCA2 is associated with male breast cancer [74].

Screening of individuals with BRCA1 or 2 mutations includes monthly breast examination and annual
mammography from age 25–35. Screening for ovarian cancer is limited as the sensitivity of tumor detection
is poor but generally includes ultrasound and measurement of the tumor marker CA125 from age 25–35
[75, 76]. Patients with BRCA1 and 2 mutations can also be offered prophylactic mastectomy and

Table 5.3 Clinical syndromes associated with breast cancer
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oophorectomy as a method of reducing cancer risk but cancers have still occurred following both
procedures [75].

Counseling for those at risk of familial breast cancer is particularly difficult because of the reduced
penetrance of BRCA1 and 2 mutations and the reduced efficacy of clinical screening compared for example
to familial colorectal cancer. Risks of developing breast cancer for carriers of a BRCA1 mutation have been
calculated to be 51% by age 50 rising to 85% by 70 years of age. The risk of ovarian cancer for BRCA1
mutation carriers is approximately 30% by age 60 [77]. The risk of breast cancer for carriers of a BRCA2
mutation is 60% by age 50 and 71% by age 60 [73, 74]. The risk of male breast cancer for BRCA2 mutation
carriers is 6.3% by age 70. Female carriers of BRCA mutations have been identified who remain healthy
with no evidence of cancer over 80 years of age. This information needs to be made clearly available to
patients undergoing predictive testing and who may be considering prophylactic mastectomy and
oophrectomy [78].

Several approaches have been used to detect mutations in BRCA1 and 2. DNA sequencing is possible and
is used in the commercial setting. Most diagnostic laboratories carry out a cascade system of mutation
screening. Regions of the genes in which mutations are clustered are screened first. A multiplex
heteroduplex analysis has been developed covering four regions of BRCA1 in which 24% of mutations can
be found [79]. Following this, exon 11 of BRCA1 and exons 10 and 11 of BRCA2 can be analyzed using the
protein truncation test (PTT) [80]. Together these tests would be expected to detect around 50% of all
mutations in BRCA1 and 2. Further screening of both genes is then usually carried out by SSCP, DGGE or
dHPLC. 

Over 600 BRCA1 mutations and 450 BRCA2 mutations have been identified and are listed on the breast
cancer information core (BIG) database (www.nhgri.nih.gov/ Intramural_research/Lab_transfer/Bic/).
Although some BRCA1 and 2 mutations listed in the database have been seen on more than one occasion
(including founder mutations described below), most are private. In both genes, nonsense and missense
mutations have been identified, the latter being problematic as it can be difficult to prove that they are truly
causative as was described above for HNPCC. A 6kb duplication of exon 13 of BRCA1 has been identified
in many different populations and should be screened for routinely [81]. This mutation is found in
geographically diverse populations and a large study from 19 countries has shown that the mutation is likely
to have been derived from a common ancestor. Other large-scale genomic rearrangements have been
reported in recent years and may be found in up to 30% of families making dosage analysis of BRCA1 and 2
an important part of any mutation testing strategy.

In genetically isolated populations, a number of founder mutations have been found. In the Ashkenazi
Jewish population, one mutation, 185delAG, is found in 20% of women with early-onset breast cancer and
has a carrier frequency of 0.9% in the Ashkenazi population [82]. This is in contrast to the general
population where the prevalence of all BRCA1 mutations is around 0.2%. Further studies have identified
two other common mutations in the Ashkenazi population. 5382insC in BRCA1 is found at a carrier
frequency of 0.13% and 6174delT in BRCA2 is found at a carrier frequency of 1.52% [83]. In total, 60% of
Ashkenazi Jewish women with early-onset ovarian cancer and 30% with early-onset breast cancer carry one
of these three mutations [84]. Given the frequency of these mutations in the Ashkenazi population it is not
surprising that double heterozygotes have also been found. 995del5 in BRCA2 has been shown to be a
founder mutation in the Icelandic population where, in addition to female breast cancer, it also accounts for
40% of male breast cancer in Iceland detected over the last 40 years [85]. Two BRCA1 genomic deletions
comprising 36% of all families with a BRCA1 mutation have been shown to be founder mutations in the
Dutch population [86]. Two mutations, C4446T in BRCA1 and 8765delAG in BRCA2 have been identified
as founder mutations in the French Canadian population [87].
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Some genotype-phenotype correlations have been described in BRCA1 and 2. As already indicated
above, the presence of ovarian cancer is more likely to indicate the presence of a BRCA1 mutation. The
segregation of male breast cancer, pancreatic, prostate and laryngeal cancer as well as melanomas within a
family is more likely to indicate a BRCA2 mutation [88]. Within BRCA1, mutations in the 3' end of the gene
are associated with a lower risk of ovarian cancer (Figure 5.5) [89]. If ovarian cancer is seen in families
with a BRCA2 mutation, the causative mutations are clustered in a 3.3kb region of exon 11 bordered by
nucleotides 3035 and 6629 [90]. As in FAP, the correlations are not absolute and can only be used as a
guide to target mutation screening.

5.5.2
Other syndromes predisposing to breast cancer

Since the identification of BRCA1 and 2 two other loci on chromosomes 8p and 13q have been identified as
possible locations for BRCA3 [91, 92]. However the causative genes have not yet been isolated and one
study has indicated that the locus on 13q is unlikely to be a major breast cancer gene [93].

Li-Fraumeni syndrome (LFS) is a rare autosomal dominant condition characterized by the presence of a
range of tumors, including breast cancer (see Section 5.6) [94, 95]. It is caused by mutations in the tumor
suppressor gene TP53. The risk of developing breast cancer before the age of 45 in gene carriers is 18-fold
higher than for the general population [96]. Overall, however, TP53 mutations account for less than 1% of all
breast cancers [97]. 

CHK2 is a cell cycle checkpoint kinase which phosphorylates p53 and BRCA1 in response to DNA
damage [98]. Recent evidence has implicated the 1100delC mutation, a truncating mutation which
abrogates the kinase activity of the protein, to be a low-penetrance susceptibility allele for breast cancer
[99]. This variant has been found in 1.1% of healthy individuals but in 5.5% of individuals with breast
cancer in non BRCA1 or 2 mutation families. Cancers from patients with CHK2 mutations have been shown
to have reduced immunostaining for the protein in their tumors [100]. Several mutations have been found
elsewhere in the gene but compared to 1100delC do not appear to be major contributors to familial breast
cancer [101].

Figure 5.5

Genotype-phenotype correlations in BRCA1 and 2. In BRCA1, mutations within the first two thirds of the gene
predispose to ovarian cancer as well as breast cancer whereas breast cancer alone is mainly found with mutations in the
last third of the gene. Mutations within a 3.3 kb region of exon 11 of BRCA2, the ovarian cancer cluster region
(OCCR), account for ovarian cancer in BRCA2 families.
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Contradictory data on the role of the ataxia telangectasia gene (ATM) gene in familial breast cancer exist.
Patients with ataxia telangiectasia rarely survive long enough to develop cancers. Carriers of mutations in
ATM have been described as having an increased risk of breast cancer with an odds ratio of 3.3–8 [72].
However others have found no such increased risk. The explanation for the opposite findings has been
ascribed to variations in the function of different classes of ATM mutations [102]. Truncating mutations are
unstable with low levels of abnormal protein present in cells but carriers of these mutations will still have
50% of ATM protein present from the normal allele and consequently have a normal phenotype with no
increased breast cancer risk. Missense mutations result in a stable but functionally abnormal protein which
complexes with the wild-type protein in a dominant negative manner and consequently has a more severe
effect on the phenotype than the truncating mutations. A recent study of familial breast cancer patients
without BRCA1 or 2 mutations found mutations in ATM in over 8% of cases suggesting that there is a role
for this gene in hereditary breast cancer [103].

As described in Section 5.4.3, the hamartomatous polyposis syndromes, Cowden disease and Peutz-
Jeghers syndrome are both associated with an increased risk of breast cancer as well as the G1 symptoms.
However mutations in PTEN and STK11 are rare in breast cancers other than in these conditions.

5.6
Li-Fraumeni syndrome (LFS)

This condition predisposes to a wide range of cancers in addition to breast cancer as discussed above
including brain tumors, soft tissue sarcomas, osteosarcomas, leukemias and adrenocortical tumors. [94, 95].
The condition is defined by very strict clinical criteria [95] but a group of Li-Fraumeni-like families has also
been described [104]. More than 90% of gene carriers are expected to develop tumors by age 70 [104]. As
already indicated it is caused by mutations in the tumor suppressor gene, TP53. Mutations are located primarily
in exons 5–8 although they have increasingly been found in other exons, as mutation scanning has been
extended [105]. Mutations in TP53 have been found in 70% of all LFS families and 20% of Li-Fraumeni-
like families when the entire gene including noncoding regions is sequenced [106]. More recently mutations
in the CHK2 gene have also been identified in Li-Fraumeni families [107, 108].

Although identification of mutations in TP53 or CHK2 allows presymptomatic diagnosis to be offered to
at-risk relatives, the lack of effective screening for the majority of associated tumors make testing for this
condition very complex and ethically difficult.

5.7
Multiple endocrine neoplasia

The endocrine neoplasia syndromes are categorized by the presence of germ-line mutations which
predispose hormone-secreting cells to become malignant. Mutations may be either loss of function
mutations in a tumor suppressor gene such as seen in multiple endocrine neoplasia type 1 or, unusually for
inherited cancers, gain-of-function mutations in an oncogene as seen in multiple endocrine neoplasia type 2.

5.7.1
Multiple endocrine neoplasia type 1 (MEN1)

MEN1 is an autosomal dominant condition associated with malignancies of the endocrine tissues which
includes the parathyroids in over 90% of cases, the endocrine pancreas in 30–80% of cases and more rarely,
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the anterior pituitary [109]. The quoted incidence is quite variable from 1 in 10000 to 1 in 100000. There is
considerable inter- and intrafamilial variation in the phenotype. Biochemical screening can detect disease
approximately 10 years before patients are symptomatic. Screening of ‘at-risk’ individuals is therefore
important as many of the complications of the condition can be treated. This should begin around 10 years
of age and is continued at 5-yearly intervals to include measurement of serum calcium levels, parathyroid
hormone levels, pituitary hormone levels, and pancreatic hormones as well as routine clinical
investigations. Treatment for tumors is normally surgical.

The gene was initially mapped to chromosome 11q13 [110] but it took a further 9 years before the gene
was eventually isolated [111]. It has 10 exons, the first of which is non-coding and encodes a 610 amino
acid protein called menin which is located primarily in the nucleus. Menin has been shown to interact with
the AP1 transcription factor, JunD, which is an inhibitor of cell growth [112]. Mutations have been found in
exons 2–10 and are primarily nonsense mutations or insertions and deletions predicted to produce a
truncated protein resulting in the loss of function of menin [113, 114]. Germ-line mutations have been found
in up to 90% of cases of familial MEN1 as well as in the majority of sporadic cases. At the present time
there are no genotype-phenotype correlations. Once individuals have been identified as gene carriers,
clinical and biochemical evaluation can be commenced after the age of 5 years as described. This will
enable early detection of tumors and thereby allow appropriate management of the patient.

5.7.2
Multiple endocrine neoplasia type 2 (MEN2)

MEN2 is characterized by the presence of medullary thyroid cancer (MTC) in association with
pheochromocytoma. There are three clinical variants, MEN2A, MEN2B and familial medullary thyroid
cancer (FMTC). MEN2A is the most common variant and is associated with pheochromocytoma and
parathyroid tumors as well as MTC. In MEN2B parathyroid involvement is rare. FMTC is characterized by
the presence of MTC alone [115]. All forms may be inherited as an autosomal dominant disorder but can
also occur sporadically. The frequency of the inherited form of the disease is 1 in 25 000 to 1 in 30 000.
Tumors associated with the disorders can be detected by biochemical screening and this can result in early
diagnosis and hence reduce morbidity and mortality. Clarification of the status of ‘at-risk’ individuals can
be difficult so the use of a DNA test to identify gene carriers is valuable.

The gene for MEN2 was mapped to the pericentromeric region of chromosome 10 in 1987 [116] and
initially it was assumed that the gene responsible would be a tumor suppressor gene as is the case for the
majority of other familial cancer syndromes. However the candidate gene based on genetic and physical
mapping studies was the RET gene, which is a transforming oncogene. This gene is made up of at least 21
exons spanning 55 kb of genomic DNA and as described in Section 2.2.1 encodes a transmembrane
receptor kinase. Mutations are identified in RET in cases of MEN2A, 2B and FMTC [117, 118]. In
MEN2A, gain-of-function mutations in five cysteine residues of the extracellular domain of RET are found
in over 98% of cases, with mutations at codon 634 being present in 83% [119]. A strong genotype-
phenotype correlation was found between the mutation at codon 634 and the presence of
pheochromocytoma [119]. Mutations in non cysteine residues at codons 768, 790, 791, 804 and 891 located
in the intracellular domain have been found at lower frequencies and are predominantly seen in FMTC. Two
mutations are exclusively associated with the MEN2B phenotype. A single missense mutation at codon 918
in which methionine is replaced by threonine is found in over 95% of cases and alanine is replaced with
phenylalanine at codon 883 in a further 3% of cases. The mutations encode the catalytic site of RET and
may therefore alter substrate specificity.
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As mutations in MEN 2 are clustered, it is relatively easy to identify them. It has therefore been easy to
establish screening programs into which patients can be entered so that treatment can be initiated at an early
stage.

5.8
Von Hippel Lindau syndrome (VHL)

This is an autosomal dominant disorder with an incidence of around 1 in 35 000 [120]. It is a multisystem
disorder with affected individuals developing a wide variety of tumors including retinal angiomas, cerebellar,
spinal cord and brain stem hemangioblastomas, clear cell renal cell carcinomas (RCC), pheochromocytomas
and occasionally extraadrenal paragangliomas [120]. The condition has been subdivided into three; type 1 is
associated with renal cell cancer and CNS hemangioblastomas but no pheochromocytoma, type 2 has all of
type 1 tumors plus pheochromocytoma. Type 2 can be further subdivided into type 2A which has a low risk
of RCC, type 2B which has a high risk of RCC and type 2C which has just pheochromocytoma. The
penetrance of the disease is around 90% by 60 years of age. Systematic screening and early detection of
tumors have been shown to reduce morbidity and mortality [121]. Screening of both affected and at-risk
individuals is fairly intensive involving annual examinations, direct and indirect ophthalmoscopy, MRI
scans at 3-yearly intervals, annual renal ultrasound scans and annual 24 h urine collection for VMAs [121].

Over 150 mutations have been identified in VHL in all three exons (www.bham.ac.uk/ ICH/vh1.htm and
www.umd.necker.fr.2005). Approximately 60% of mutations are nonsense and missense mutations whereas
the remainder are whole gene or partial gene deletions [122, 123]. A combination of direct sequencing for
detection of nonsense and missense mutations plus either Southern blotting, quantitative fluorescent PCR
analysis or MLPA for detection of large rearrangements is capable of detecting close to 100% of mutations
(123). Many mutations identified are different in different families though a few common mutations are
seen such as that at codon 238.

Some genotype-phenotype correlations do exist. A major phenotypic difference between VHL families is
the presence or absence of pheochromocytomas. Nearly all families without pheochromocytomas (type 1)
have deletions or nonsense mutations. The presence of pheochromocytomas is associated in >90% of cases
with missense mutations, particularly the mutation at codon 167 [124]. This finding suggests that a mutant
protein must be full length to produce pheochromocytomas. The tyrosine to histidine mutation at codon 169
has been associated with a highly penetrant form of VHL without a significant risk of increased mortality
compared to the general population [125]. Up to 50% of families with pheochromocytoma only have been
shown to have mutations in VHL and hence mutation screening in this group is indicated [126]. Germ-line
mutations have also been found in up to 5% of isolated cases of hemangioblastoma presenting at less than
50 years of age indicating that VHL mutation screening should also be offered to this group of patients [127].

5.9
Familial renal cell cancer

Hereditary renal cell carcinoma is a dominantly inherited form of renal cancer characterized by the
predisposition to multiple papillary renal tumors. It is genetically distinct from VHL and from renal cell
cancers caused by translocations between chromosomes 3 and 8. The causative gene was mapped to the
long arm of chromosome 7 and subsequently germ-line mutations were identified in the MET oncogene
[128]. These missense mutations were found within the tyrosine kinase domain of MET in codons
homologous to those in other receptor tyrosine kinases such as RET which have been shown to be disease-
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causing. These mutations were shown to lead to constitutive activation of the MET protein. Papillary renal
cell carcinoma (RCCP) has also been mapped to several additional loci including PRCC at 1q21, TFE at
Xp11, RCCP3 at 17q21, and RCC17 at 17q25.

5.10
Familial paraganglioma

Hereditary paraganglioma is a dominantly inherited disorder characterized by highly vascularized tumors
which are generally slow growing and comprised of neural crestderived chief cells which produce and
secrete catecholamines. Tumors are most frequently found in the carotid body, a small oxygen-sensing
organ located at the bifurcation of the carotid artery in the head and neck and in the adrenal medulla in the
abdomen [129]. Paragangliomas (PGL) may be found alone or in conjunction with pheochromocytomas.
Skipping of generations and paternal transmission of the tumors provided evidence that at least a subset of
these tumors might be imprinted [130].

PGLs are genetically heterogeneous with three genes, SDHB, SDHC and SDHD, having been shown to
harbor disease-causing mutations [131]. Mutations in SDHA are associated with juvenile encephalopathy
and play no role in PGL. These genes encode subunits of the mitochondrial complex II, the smallest
complex of the respiratory chain. The products of SDHC and SDHD anchor the gene products of the other
two components, SDHA and SDHB, which form the catalytic core, to the inner mitochondrial membrane.
Mutations in the SDHD gene were the first to be associated with PGL with the identification of missense
and nonsense mutations in four families with familial PGL [132]. As loss of the wild-type allele was found
in the tumors, SDHD was suggested to be a tumor suppressor gene. Mutations have subsequently been
demonstrated in all four exons of SDHD [131, 133]. Two mutations, R92Y and L139P have been shown to
account for 94% of PGL in Dutch families indicating a founder effect in this population [133].

A single family with nonchromaffin head and neck PGLs was shown to have a mutation in SDHC which
affects the initiating methionine [134]. Again LOH was shown in the tumor indicating the tumor suppressor
nature of this gene. Finally, inactivating mutations in SDHB were identified in two out of three families with
both PGLs and pheochro-mocytoma as well as in families with pheochromocytoma alone and in a case of
sporadic PGL [135]. Mutations in SDHB, SDHC and SDHD have now all been shown to contribute to a
significant fraction of non familial tumors and consequently any patient with a PGL should be investigated
for SDH mutations regardless of family history [131].

5.11
Neurof ibromatoses

5.11.1
Neurofibromatosis type 1 (NF1)

NF1 is an autosomal dominant condition with an incidence of 1 in 3000 characterized by multiple
neurofibromas, café-au-lait spots and Lisch nodules of the iris. Young children can develop glial tumors of
the optic pathway. Most adults develop benign tumors of Schwann cells and fibroblasts—dermal and
plexiform neurofibromas—and are at increased risk of cancers such as neurofibrosarcomas, astrocytomas
and pheochromocytomas. The mutation rate in NF1 is extremely high with 30–50% of cases shown to have
de novo mutations [136]. The phenotypic expression is highly variable even within a single family with the
same mutation and mild cases often can go undiagnosed.
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The NF1 gene is extremely large with 60 exons making mutation analysis very difficult (see Section 3.8).
In general mutation scanning techniques such as SSCP, dHPLC, PTT and DGGE have been used to search
for mutations as well as direct sequencing [137]. Mutations are found scattered throughout the gene
although a small percentage of recurrent mutations have been found (www.nf.org/nflgene/
nflgene.home.html). Over 80% of mutations are expected to cause truncations of the protein product,
neurofibromin, though large deletions have also been found [136, 137]. Nonsense and frameshift mutations
lead to a decrease or complete loss of mutant transcript [136]. In contrast to truncating mutations, missense
mutations cluster in two distinct regions, the GAP related domain and a region upstream comprising exons
11–17.

Genotype-phenotype correlations are difficult given the large size of the gene and spread of mutations
together with the variable expression of the disease and consequently no specific associations have been
found. Large deletions removing all of NF1 plus flanking sequences have been identified in several NF1
patients with a variable number of physical anomalies which could not be correlated with the extent of the
deletion but all had a large number of neurofibromas for their age. The variability of expression may be
caused either by mutations in the three genes embedded within NF1, EVI2A, EVI2B and OMPG, or by other
genes near the NF1 locus, deleted in these patients [136].

The demand for molecular testing is relatively low for two reasons. Firstly, the majority of cases of NF1
can be established on clinical criteria even in early childhood so presymptomatic diagnosis on molecular
grounds is not a very high priority. As the phenotype is highly variable and mutation analysis cannot be
used to predict the severity of the disease, prenatal diagnosis is rarely requested [136].

5.11.2
Neurof ibromatosis type 2 (NF2)

NF2 is an autosomal dominant disorder with an incidence of approximately 1 in 40 000 and is characterized
by the presence of bilateral acoustic neuromas (vestibular schwannomas) as well as other tumors such as
schwannomas of the other nerves, meningiomas and low-grade CNS tumors. The majority of morbidity
from the tumors results from their treatment [138]. The penetrance of NF2 is very high with over 95% of
gene carriers becoming symptomatic by age 60. Approximately half of the cases represent new mutations.

The NF2 gene, called merlin or schwannomin, was isolated in 1993. Mutation detection techniques such
as SSCP, DGGE and direct sequencing have found mutations in 35–66% of cases. Mutations are spread
throughout the large gene with no mutational hotspots (http://neuro-trialsl.mgh.harvard.edu/nf2). The
majority are truncating mutations and include large deletions [139] though missense mutations are also
found. Genotype-phenotype correlations exist. Mutations that cause premature truncation of the NF2 protein
present with severe phenotypes [140]. In contrast, missense mutations have mild NF2. Patients with 5'
mutations have more severe disease than those with mutations at the 3' end of the gene [141]. Up to 20% of
cases of NF2 are mosaics and generally will have a milder disease [142]. Mosaic cases may also explain
why the mutation detection rate is relatively low as these will be less easy to detect by the majority of
scanning techniques.

Management of NF2 requires a multidisciplinary team, of which presymptomatic testing is an integral
part since early diagnosis and detection of tumors is crucial. Mutation analysis is the optimal method for
presymptomatic testing but given the difficulties in mutation detection, linkage with flanking DNA markers
remains a useful additional test. Prenatal testing has been carried out for NF2 but the demand for this
remains low [138].
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5.12
Gorlin syndrome

Gorlin syndrome or basal cell nevus syndrome (BCNS) is relatively rare with a prevalence of 1 in 56000
but is the commonest cause of inherited skin cancer. It is characterized by the presence of a few to over 100
basal cell naevi on the face, upper trunk and neck (Figure 5.6) [143]. Other cancers include medulloblastoma
and meningioma. In addition there are  many other associated features including frontal and parietal bossing,
prominent jaw, odontogenic keratocysts of the jaw, calcification of the falx and bifid, absent or rudimentary
ribs [144]. Surveillance is by annual dermatological investigations and regular monitoring of jaw cysts
which can erode locally if left untreated. Basal cell nevi and jaw cysts are present in 90% of gene carriers by
age 40 [144]. Approximately 40% of cases are due to new mutations.

The causative gene is PTCH and mutation analysis using a variety of mutation detection techniques such
as SSCP and direct sequencing has identified many mutations throughout the coding region, the majority of
which are truncating (www.cybergene.se/ PTCH) [145]. Large deletions have been identified in a number
of cases and mosaicism has occasionally been found. No genotype-phenotype correlations have so far been
identified.

Figure 5.6

Calcification of the falx as seen in Gorlin syndrome. Figure courtesy of Professor Peter Farndon, West Midlands
Regional Genetics Service, Birmingham.
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5.13
Tuberous sclerosis

Tuberous sclerosis (TS) is an autosomal dominant disorder with an incidence of 1 in 26 000 characterized
by the development of tumor-like growths called hamartomas in a variety of tissues and organs including
the brain, skin, kidneys and heart [146]. Diagnosis is based on combinations of clinical radiological and
histopathological signs and diagnostic criteria are very stringent. Around two thirds of cases of TS are
caused by de novo mutations.

TS shows genetic heterogeneity and two genes have been isolated, TSC1 on chromosome 9q34 and TSC2
on 16p13.3. Mutations in the genes have been identified by a combination of SSCP, dHPLC, direct
sequencing, Southern blotting and quantitative PCR [146–148]. Mutations can be detected in over 80% of
cases [148]. Several hundred different mutations have been identified in the two genes (http://
expmed.bwh.harvard.edu/ts/review). These are summarized in Table 5.4 and show the differences in the
nature of mutations between TSC1 and 2 [146]. Genotype-phenotype correlations exist. TSC2 mutations are
five times more common than TSC1 mutations in sporadic cases of TS though this is not the case in familial
disease. In general patients with TSC1 mutations have a milder phe-notype [146, 148]. Intellectual disability
is significantly more common in sporadic cases with TSC2 mutations than those with TSC1. Patients in
whom a mutation has not been found also tend to have a milder phenotype [148]. Somatic and germ-line
mosaicism has been described for both TSC1 and 2 which may complicate diagnostic testing as these
mutations can easily be missed.

5.14
Familial gastric cancer

Gastric cancer is a major cause of death from cancer worldwide. Around 10% of cases show familial clustering.
In 1998, linkage in a large Maori pedigree was found to chromosome 16q21 [149]. The E cadherin gene
(CDH1) lay within this region and mutations   were identified in the gene in some of the families. E
cadherin is a cell adhesion molecule that binds to  catenin at adherens junctions preventing cell signaling.
Loss of E cadherin results in increased cell mobility. A second study of non Maori families selected on the
basis of either two cases of gastric cancer in first-degree relatives with one affected before age 50 years, or
three or more cases of gastric cancer, found mutations in 25% of cases confirming a role for E cadherin in
familial gastric cancer [150]. In addition, one of the mutation carriers in this study developed colorectal
cancer at age 30, indicating that CDH1 may also be implicated in some cases of early-onset colorectal
cancer. However, only a proportion of familial gastric cancers can be accounted for by CDH1 mutations and

Table 5.4 Mutations in TSC1 and 2
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other genes remain to be identified. Guidelines for the management of familial gastric cancers have recently
been developed [151].

5.15
Familial melanoma

Cutaneous malignant melanoma is a potentially fatal form of skin cancer which is relatively uncommon but
with an incidence that is rising in many regions of the world. In Europe, the incidence of the disease is
around 10 in 100000, and the incidence has been rising at a rate of over 7% per annum. In the US, the
incidence of this cancer is rising faster than any other, and in Australia the lifetime risk of melanoma is 5%.
The most important risk factor is the presence of atypical nevi, lesions which are considered to be a
precursor of melanoma [152]. These are variable in number, reddish brown to pink in color with an
irregular border. Melanomas are associated with a number of genetic conditions such as Li-Fraumeni
syndrome, HNPCC, familial retinoblastoma and most importantly familial melanoma which accounts for
aproximately 10% of melanoma cases. The autosomal dominant nature of this condition has been
recognized for over a century and is characterized primarily by the presence of superficial spreading-type
melanomas but others such as nodular melanomas are also found.

A number of nonrandom karyotypic changes have been identified in the progression from the normal
melanocyte to a malignant melanoma and have been shown to involve primarily chromosomes 1, 6, 7, 9 and
10 [153]. Initial linkage was shown to chromosome 1p but has been largely unsubstantiated. Strong
evidence for a familial melanoma gene on chromosome 9p [154] was however confirmed by a number of
groups. This region was identified because of consistent LOH in this area and because of a case of a
cytogenetic abnormality involving chromosomes 9p and 5p in an individual with multiple melanoma. A
gene within the candidate region was identified as the p16 or cyclindependent kinase inhibitor 2 (CDKN2)
gene [155]. This gene encodes a protein whose product inhibits the cyclin-dependent kinases, CDK4 and 6,
and subsequently inhibits their ability to phosphorylate the retinoblastoma protein (see Section 4.4). Any
inactivation of CDKN2 would therefore lead to loss of the RB control of the G1 checkpoint and continuous
cell proliferation (see Figure 4.3). Germ-line mutations, both truncating and missense, have been reported in
CDKN2 in around 40% of melanoma families confirming that this is a major causative gene [156]. A
further study has also identified a mutation in the CDK4 gene itself in two unrelated families [157]. This
mutation occurs in the p1 6binding domain of CDK4, thereby generating a gene which is resistant to the
inhibitory effects of p16, and acts as a dominant oncogene. However, to date mutations in this gene are
relatively rare and it appears to play a relatively minor role in melanoma predisposition [158]. CDKN2 also
encodes the ARF protein in an alternate reading frame and this protein is involved in control of cell growth
through the p53 pathway (see Section 4.3). The possibility that this alternate gene product plays a role in
melanoma has also been investigated particularly as deletions at the p1 6 locus could disable two separate
pathways which control cell growth [159]. To date this alternate gene product has not been shown to have a
major role but a recent report has identified a splice site mutation in exon 1  in a family with multiple
melanomas. DNA from tumors showed a mutation in the normal allele and loss of the mutant allele
resulting in somatic changes in both ARF and CDKN2A [160]. The importance of inactivation of both
genes for the development of melanomas remains to be proven.
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5.16
Hereditary prostate cancer

Prostate cancer is a major health problem accounting for over 8000 deaths per year in the UK and in the US
is the second most common cause of death from cancer. A strong hereditary component to prostate cancer
has been postulated. A gene for familial prostate cancer has been localized to chromosome 1q24–25 and
named HPC1 [161]. However there is clear evidence of locus heterogeneity and other possible candidate
genes have been identified [161].

5.17
Conclusion

This chapter has highlighted the benefits of mutation screening and presymptomatic diagnosis in families
with a strong history of cancer. Further genes are likely to be identified in the immediate future especially with
the recent publication of the entire sequence of the human genome. This will mean increased benefits for
patients with the ability to target screening to high-risk individuals. In addition, there will be cost benefits to
health services. As well as benefiting those individuals with familial cancers it will potentially offer insight
into the molecular defects in sporadic cancer and alternative chemotherapeutic options should also become
available.
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6
Lung cancer

6.1
Introduction

Lung cancer is one of the most important malignancies worldwide in terms of both incidence and
prevalence, and as a leading cause of cancer death [1]. Despite well-defined risk factor associations,
particularly tobacco consumption, preventive strategies aimed at control of cigarette smoking, and through
lung cancer screening, have met with limited success [2].

Until the 1930s, carcinoma of the lung was considered a rare disease. Throughout the remainder of the 20th
century, incidence and mortality rates increased dramatically in North America and Europe. Statistics from
the United States illustrate the magnitude of the problem [3]. The 2001 Cancer Progress Report prepared by
National Institutes of Health estimated there would be 169 500 new cases, and 157 400 deaths from lung
cancer that year [4]. Although overall lung cancer rates have declined slightly since 1992, likely reflecting
reduced tobacco consumption in males, lung cancer incidence continues to climb in females, and is not
expected to decline until 2020.

The incidence and mortality rates for lung cancer vary (as for other cancers) throughout the world,
reflecting the prevalence of cigarette smoking over the past three to four decades. Of particular concern are
current trends in tobacco consumption in developing countries in Asia, Africa and South America, which
will likely account for increasing lung cancer rates throughout the early decades of the 21st century.

Numerous studies have implicated tobacco consumption as a major risk factor for the development of
lung cancer. Tobacco comprises a complex mixture of potent carcinogens, predominantly polycyclic
aromatic hydrocarbons derived from combustion of tars. Risk varies according to the type of tobacco
smoked, amount, and duration of exposure. Other well-defined risk factors include gender, occupation, diet,
exposure to radon, and air pollution, including personal exposure to passive smoke. Interactions between
risk factors, and in particular with cigarette smoking, may increase lung cancer risk significantly. Hereditary
factors and genetic susceptibility to lung cancer currently remain ill-defined.

This chapter will review the spectrum of molecular genetic alterations in human lung cancer, and discuss
their potential clinical application for screening, early diagnosis, staging and therapy.

6.2
Pathology

Despite considerable cellular heterogeneity within individual tumors, primary lung cancer is generally
classified into two major types: non-small cell lung carcinoma (NSCLC) and small cell lung cancer



(SCLC). This broad stratification reflects fundamental differences in tumor biology and clinical behavior,
and underlies current treatment strategies.

6.2.1
Small cell lung cancer (SCLC)

SCLC, which accounts for about 20% of all primary lung tumors, is characterized histologically by small
hyperchromatic cells with almost no visible cytoplasm, absent nucleoli, and variable degrees of necrosis
(Figure 6.1). The histologic classification of SCLC is confusing, and previously included oat cell and
intermediate cell types. SCLC is now generally considered a neuroendocrine tumor (with small and large
cell variants), and immunohistochemical studies have consistently demonstrated characteristic biomarkers,
including calcitonin, gastrin-releasing peptide, L-dopa decarboxylase, chromogranin, synaptophysin, and
neuron-specific enolase. However, the precise cell of origin for lung cancer is controversial, and a mosaic of
cellular elements (including NSCLC) is not uncommon in tumors with otherwise predominantly small-cell
histology.

6.2.2
Non-small cell lung cancer (NSCLC)

NSCLC accounts for 80% of all primary lung cancer. Histologic subtypes of NSCLC, as recently defined by
the World Health Organization (WHO) and the International Association for the Study of Lung Cancer
(IASLC), are summarized in Table 6.1.

Figure 6.1

Histology of small cell lung cancer.
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Table 6.1 Histopathologic subtypes of primary non-small cell lung cancer

Squamous cell carcinoma

  Variants: Papillary, clear cell, small cell, basaloid

Adenocarcinoma

  Acinar

  Papillary

Bronchioloalveolar

      Nonmucinous

      Mucinous

      Mixed or indeterminate

      Solid, with mucin formation

  Adenocarcinoma with mixed subtypes

      Variants: Well-differentiated fetal, mucinous (colloid), mucinous

      cystadenocarcinoma, signet ring, clear cell

Large cell carcinoma

  Variants: Large-cell neuroendocrine, combined large-cell neuroendocrine, basaloid,

  lymphoepithelioma-like, clear-cell, large-cell with rhabdoid phenotype

Adenosquamous carcinoma

Sarcomatoid carcinomas

  Variants: Carcinomas with spindle cells and/or giant cells, carcinosarcoma, blastoma,

  pleomorphic carcinoma

Neuroendocrine tumors

  Typical carcinoid

  Atypical carcinoid

Unclassified carcinomas

Modified from the 1999 World Health Organization and the International Association for the Study of Lung Cancer
Histologic Typing of Lung and Pleural Tumors.

Adenocarcinomas are currently the most frequent histologic subtype of NSCLC. Primary lung
adenocarcinomas may present as a solitary pulmonary parenchymal lesion or may be multifocal. Four
histologic patterns predominate: acinar (the most common; Figure 6.2), solid, papillary, and
bronchioloalveolar carcinoma (BAC). Although BAC of the lung has a characteristic histologic appearance
(Figure 6.3), it is a particularly controversial tumor with respect to its pathogenesis and classification.
Primary lung adenocarcinomas must be distinguished from secondary tumors which are often
adenocarcinomas also, but this may actually be quite difficult in clinical practice, despite the use of special
stains, immunohistochemistry and electron microscopy. Many secondary tumors tend to retain
immunohistochemical profiles of the epithelium from which they arise, and the use of cytokeratin 7 and 20
immunohistochemistry has been useful to distinguish primary lung adenocarcinomas from metastatic
colorectal adenocarcinomas [5, 6].  
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Figure 6.3
Bronchioloalveolar carcinoma of the lung.

Figure 6.2

Histology of primary lung adenocarcinoma.
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Figure 6.5
Large-cell undifferentiated lung cancer.

Squamous cell carcinomas are characterized histologically by cytokeratin and intracellular bridges
(Figure 6.4). Poorly differentiated squamous cell carcinomas may be difficult to distinguish from large-cell
undifferentiated carcinomas (Figure 6.5), which comprise approximately 15% of all NSCLC. 

Figure 6.4

Squamous cell carcinoma of the lung.
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6.3
Clinical features

Regardless of histologic subtype, patients with NSCLC generally present with well-defined symptoms
related to the primary tumor, including cough, hemoptysis, shortness of breath, unresolved pneumonia, or
chest wall pain (Figures 6.6 and 6.7). Lung cancers may be found incidentally in up to 20% of individuals
with no symptoms (e.g. during routine chest radiography for insurance purposes). Additional symptoms
may arise from mediastinal regional lymph node metastases (e.g. superior vena cava syndrome from
enlarged right paratracheal nodes; left recurrent laryngeal nerve paresis from subaortic nodal metastases;
difficulty swallowing from extrinsic esophageal compression by enlarged subcarinal nodes), from distant
metastases (e.g. jaundice from liver metastases, shortness of breath from a malignant pleural effusion, loss
of consciousness from brain metastases, bone pain from skeletal metastases) or from associated paraneoplastic
syndromes.

Staging the extent of the tumor permits patients to be stratified for potentially curative treatment (usually
surgery), or for palliation. The overall prognosis for NSCLC is dismal with 5-year survival generally
reported below 10% (for all patients), and which has not changed appreciably over the past three decades.
However, patients with early-stage NSCLC have consistently improved survival (up to 80% at 5 years)
following surgical resection. Several clinical trials are currently evaluating the efficacy of multimodality
therapy (e.g. preoperative chemotherapy, radiotherapy or both) to improve survival of patients with locally
advanced NSCLC.

SCLC may arise as a solitary peripheral pulmonary nodule, but it most frequently presents as a large
central mass with extensive mediastinal lymphadenopathy, often with distant metastases. SCLC appears to
have an aggressive tumor biology, and the median survival of patients with limited-stage disease is reported
to be 15–18 months only. Systemic therapy (multiagent combination chemotherapy) is currently the primary
treatment modality, with radiation therapy, and occasionally surgery, for highly selected patients.

Although the histologic features and clinical features of lung cancer have been well characterized,
individual tumors differ considerably in their biologic behavior and    genomic profile [7]. The remainder of
this chapter will summarize our current understanding of the molecular genetic alterations associated with
NSCLC and SCLC, and will focus on potential clinical applications.

6.4
Genetic factors and individual susceptibility

The observation that only 15–20% of heavy smokers ever develop lung cancer, and that nonsmokers (and
others who have never been exposed to known carcinogens) do develop lung malignancy, suggested
underlying genetic factors, or individual susceptibility to this disease. Epidemiologic studies have suggested
an increased familial risk for lung cancer, where the development of malignancy in individuals below the
age of 50 years appears consistent with the Mendelian codominant inheritance of a rare autosomal gene [8].

Recent molecular epidemiologic studies have used lung cancer as a model to investigate gene-
environment interactions, and individual susceptibility to tobacco carcinogen metabolism [9–11]. Phase I
metabolizing enzymes, including the cytochrome P450 (CYP) enzymes, oxidize a wide range of substrates
(e.g. polycyclic aromatic hydrocarbons in cigarette smoke) resulting in highly active procarcinogens.
Several CYP-related enzymes display genetic polymorphisms in defined populations [12], and individual
susceptibility to malignancy appears to be modified by the genotype of the enzyme [13]. Polymorphisms of
CYP1A1, CYP2E1, and CYP2D6 have been implicated in the development of lung cancer [14, 15].
Microsomal epoxide hydroxylase (mEH), another phase I enzyme, has dual roles in both activation and
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detoxification of environmental carcinogens, and has similarly been associated with lung cancer risk in
nonsmokers [16].

The effect of such genetic polymorphisms is modified by further interactions with phase II enzymes (e.g.
the glutathione S-transferase, GST, supergene family), which play a central role in the detoxification of
toxic and carcinogenic electrophilic intermediates [17, 18]. While GSTM1 polymorphisms have been
associated with an increased risk of SCLC and squamous cell carcinomas, the combination of
polymorphisms of CYP1A1 and GSTM1 variants has been associated with an increased risk for squamous
cell carcinoma [14]. An association between GST isoenzymes and p53 mutations has recently been reported
to increase risk for lung cancer development [19, 20].

6.5
Molecular alterations in lung cancer

Several molecular alterations have been reported in human lung cancer over the past two decades [21]. The
availability of several established SCLC cell lines has led to the extensive characterization of this cell type,
but as this appears to be biologically distinct to NSCLC, important differences in the frequency of
molecular alterations are noted between histologic subtypes of lung cancer.

Figure 6.6

Plain chest radiograph illustrating a large right upper lobe lung cancer.
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Cytogenetic studies have reported several abnormalities in lung cancer, even within histologically similar
tumors. The high frequency of chromosomal deletions (3, 11, 13, 17) seen in both SCLC and NSCLC
suggests that loss of tumor suppressor function may be a critical early step in lung tumorigenesis [22].
Deletions of the short arm of chromosome 3 (p14–23) appear to be most frequent in SCLC [23], in both cell
lines and fresh tissues, whereas 3p deletions are found in only 50% of NSCLC tumors [22]. Allelic loss on
chromosome 3 has been reported to preceed p53 alteration in lung cancer progression [24]. A recent study of
lung cancer cell lines has confirmed that 11p harbors several putative tumor suppressor genes which
become inactivated at different stages of tumorigenesis [25]. Frequent loss of heterozygosity on chromosomes
13q and 17p have implicated the retinoblastoma (RB) and p53 tumor suppressor genes, respectively. 

6.6
Tumor suppressor genes

The p53 tumor suppressor gene encodes a 53 kDa polypeptide that regulates cell cycle progression, DNA
repair, apoptosis, and neovascularization in normal and malignant cells via highly complex DNA and
protein interactions [26]. This gene appears to have a central role in human malignancy, and has been
characterized extensively in lung cancer, where mutations are reported in SCLC and NSCLC in up to 50%
of cases [27]. Differences in techniques used to study p53 (e.g. immunohistochemistry to evaluate protein
accumulation vs. sequencing to characterize point mutations) account for variations in the published
frequency of p53 alterations in lung cancer. Patterns of p53 mutations suggest a strong influence of tobacco
carcinogens on the molecular pathogenesis of lung cancer [28, 29]. Specifically, the high frequency of
guanine (G) to thymine (T) transversions suggests a direct mutagenic effect of benzo[a]pyrine derived from
cigarette smoke. By contrast, for lung cancers associated with radon exposure, G to T transversions are

Figure 6.7

Computed tomography of the chest (same patient as Figure 6.6) illustrating a large right upper lobe lung cancer
adjacent to the chest wall. A small right lower paratracheal lymph node is also seen in the mediastinum.
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uncommon, with p53 mutations comprising cytosine (C) to adenine (A) transversions, G to A transitions,
and a ‘hot-spot’ mutation (AGG to ATG) at codon 249. Recent metaanalyses have attempted to clarify the
prognostic value of p53 in NSCLC [30, 31]. Despite the limitations of selected patient populations (usually
with early-stage disease who undergo surgical resection) and the technique of p53 analysis (Figure 6.8), p53
alterations appear to be associated with poor prognosis, particularly for patients with lung 
adenocarcinomas, and for p53 missense mutations [32]. The finding of p53 mutations in dysplastic bronchial
epithelium suggests that p53 is an early molecular alteration in lung tumorigenesis, and is further supported
by the detection of p53 mutations in cells obtained from sputum of high-risk patients preceding a diagnosis
of lung cancer [33]. p53 antibody has also been detected in serum from up to 30% of patients with lung
cancer, particularly when the primary tumor has a missense mutation [34, 35].

Whereas the retinoblastoma (RB) gene and its product are altered in almost 100% of SCLC, RB
inactivation has been shown in only 10–30% of NSCLC. One study of 101 patients with stage I NSCLC
reported reduced survival for 24 patients with absent RB (demonstrated immunohistochemically in
surgically resected tumors), with even poorer prognosis for a subset of patients whose tumors also
overexpressed p53 protein [36]. However, in a larger study of 219 patients with NSCLC, no correlation was
seen between loss of RB expression (32% of tumors) and survival [37]. This was also confirmed in a
subsequent study, which found that loss of p16 expression was more predictive of a poor prognosis [38].
p16 point mutations are uncommon in lung cancer, and the most frequent mechanisms of p16 inactivation

Figure 6.8

Single strand conformation polymorphism (SSCP) analysis of p53 exon 5. Lung tumors (T) and matched normal (N)
tissues from five patients were electrophoresed with a full-length p53 cDNA marker to identify bands of interest.
Electrophoretic mobility shifts were detected in two tumors (patients 3 and 4), and subsequently confirmed by
sequencing to represent point mutations. An artifact of loading is present in the upper band of 3N. (A.G.Casson et al.
Journal of Surgical Oncology© (1994) 56, 13).
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are homozygous deletion and hypermethylation of p16 promoter CpG islands. p16 promoter
hypermethylation is found in bronchial cell hyperplasia, and increases throughout premalignancy from
squamous metaplasia to carcinoma in situ.

6.7
Oncogenes

Common dominant oncogene alterations in lung cancer include mutations in RAS and MYC family
members. Mutational activation of the KRAS oncogene (codon 12) has been reported in up to one third of
lung adenocarcinomas and large-cell undifferentiated carcinomas, but is rarely found in squamous cell
carcinomas or SCLC [39]. KRAS activation has been reported to be associated with smoking history,
exposure to asbestos, tumor differentiation, metastatic potential, and as an independent predictor of poor
survival [40]. The prognostic value of KRAS mutations in NSCLC is currently being evaluated in a
prospective multicenter clinical trial. KRAS mutations have also been found in cells obtained from sputum or
bronchial lavage, and may be detected prior to the diagnosis of lung cancer [33].

Abnormal expression of all three members of the MYC family (MYC, MYCN, MYCL) has been detected
in lung cancer. Amplification and overexpression of one or other of the MYC genes is found in up to 20% of
tumors, but the significance of this finding is unclear. Amplification of MYC was initially described in a subset
of SCLC cell lines with variant morphology [41]. These cell lines had elevated levels of bombesin
isoenzymes, a rapid doubling time, increased tumorigenicity, and resistance to chemotherapy or radiation
therapy. MYC overexpression is also seen in SCLC cell lines with intermediate neuroendocrine
differentiation, but is variably expressed in classic SCLC, and NSCLC cell lines. It is thought that MYC
expression is associated with SCLC progression, and MYC amplification is reported more frequently in
treated than untreated SCLC, and is associated with reduced disease-free survival [42].

6.8
Growth factors and receptors

Lung tumors that produce growth factors may exhibit autocrine (and paracrine) growth by binding to
specific growth factor receptors. Signal transduction usually results in phosphorylation of the receptor
tyrosine kinase, resulting in a cascade of events including activation of protein kinase C, activation of
oncogenes, increased cellular proliferation and tumorigenesis. This mechanism was initially described in
SCLC cell lines, where autocrine growth mediated by bombesin resulted in clonal proliferation. By
contrast, bombesin receptors are not expressed by NSCLC, but several other growth factors have been
implicated in NSCLC progression.

Epidermal growth factor receptor (EGFR) has been demonstrated to be expressed using
immunohistochemistry in a high percentage of squamous cell carcinomas and up to half of
adenocarcinomas of the lung [43, 44]. Southern analysis has also confirmed EGFR gene amplification. As
NSCLC cell lines do not appear to produce EGF, the alternative ligand, transforming growth factor alpha
(TGF ), is thought to function as an autocrine growth factor, and has been shown to be overexpressed in
fresh tumors and cell lines [45]. The prognostic value of EGFR is unclear, but when coexpressed with
TGF , HER2 or p53, is associated with poor prognosis [46, 47].

Despite initial reports of HER2 expression in up to one third of NSCLC and a clear association with
reduced survival for adenocarcinomas [48], subsequent studies have reported HER2 expression in only 5%
of NSCLC with no prognostic value [49, 50]. Although several other growth factors and their receptors
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have been studied, including insulin-like growth factor (IGF), platelet-derived growth factor (PDGF), and
hepatocyte growth factor (MET/HGFR), their role in lung cancer development and progression remains
unclear [51].

6.9
Mesothelioma

Malignant mesothelioma is an uncommon tumor arising diffusely from the pleural surfaces. Asbestos
exposure (and the synergistic effect of smoking) is recognized as a major risk factor for this disease, which
has a long latency period (over 20 years). The incidence of mesothelioma is increasing and constitutes a
significant public health problem. Furthermore, the prognosis for this malignancy is dismal, as conventional
therapies are relatively ineffective in treating this disease. The histologic distinction between malignant
mesothelioma and metastatic adenocarcinoma involving the pleura may be difficult, and currently
additional immunohistochemical and electron microscopic studies are required to confirm the diagnosis.

The biology of malignant mesothelioma is poorly understood. The limited number of molecular markers
studied, to date, suggest that alterations are quite different to lung cancer. Whereas p53 and RB alterations
are uncommon in mesothelioma, deletions of p1 6, NF2 and WT1 are found relatively frequently [52, 53].
Several chromosomal deletions are reported to occur early, including loss of 1p, 4p, 4q, 6p, 15q and 22q,
suggesting putative tumor suppressor genes at these loci [54, 55].

6.10
Multiple primary tumors of the upper aerodigestive tract

Patients who have a primary lung cancer have a higher lifetime risk of developing second primary cancers of
the upper aerodigestive tract (e.g. lung, esophagus, head and neck) [56–58]. This effect of field
cancerization proposes that the epithelial surface of the upper aerodigestive tract shares a common
carcinogen exposure, with an increased risk of second primary (vs. recurrent) carcinoma development. This
hypothesis has been supported by several recent molecular studies of independent primary tumors arising
from preneoplastic epithelia [59–61], and has implications for treatment and chemoprevention [62–64].

6.11
Implications for therapy

Over the next decade, the molecular alterations described above may well see increasing clinical application
in the diagnosis and early detection of lung cancer, as prognostic markers and stratification factors for
conventional therapies, and as intermediate markers in chemoprevention strategies [65–67].

There has been considerable interest in lung cancer chemoprevention using retinoids (vitamin A-related
analogs) over the past decade [68]. Retinoic acid receptors, encoded on chromosome 3p (a region
commonly deleted in lung cancer), have been shown to be altered frequently in lung cancer [69]. However,
despite experimental evidence showing receptor up-regulation following 13-cis-retinoic acid administration
[70, 71], several large randomized clinical trials have failed to show any benefit for retinoids in the
chemoprevention of lung cancer. Several ongoing trials are evaluating novel agents, including farnesyl
transferase and tyrosine kinase inhibitors in high-risk patients with premalignant lesions.

Preliminary clinical studies have utilized molecular alterations in lung cancer as targets for innovative
gene therapies [72]. Gene replacement therapy has been tested in a limited number of patients with
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advanced-stage unresectable NSCLC, otherwise unresponsive to conventional therapy [73, 74].
Bronchoscopic injection of recombinant retrovirus or adenovirus expressing wild-type p53 directly into an
obstructing tumor with a p53 mutation (detected by pretreatment biopsy) has resulted in tumor regression, with
increased apoptosis seen in tumor biopsies taken after treatment [75, 76]. Vector-related toxicity has been
minimal. Additional clinical trials using antisense approaches are currently under evaluation [77].

It should be remembered, however, that the current epidemic of lung cancer could potentially be
controlled through effective tobacco control and public health policies, as lung cancer appears, for the most
part, to be an entirely preventable disease [78].
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7
Colorectal cancer

7.1
Introduction

Colorectal cancer is the most common cause of death from cancer after cancer of the lung and breast. The
age-adjusted death rates in the major industrialized countries of the world are shown in Table 7.1 [1]. There
has been little change in death rates over the last 50 years because, although there have been some
improvements in survival, these have been masked by the increase in the incidence of the disease. The 5-
year survival for colon cancer remains around 40% because of the late detection of the disease. In patients with
nonresectable or disseminated disease at the time of presentation, the median survival is 7 months. In those
who undergo surgery for their primary tumor and who undergo an apparently curative resection, over half will
die within 5 years and 80% will have a recurrence within 2 years.

Molecular techniques are beginning to help in the understanding of the pathogenesis of the disorder and
the genetic basis of the cancer is perhaps better understood than for any other cancer. There are two reasons
for this. Firstly it has been recognized for over a quarter of a century that the majority of colorectal tumors
develop from adenomas as described in Section 7.2 [2]. This has meant that molecular changes can be more
clearly delineated than in other cancers. Secondly, there are a number of inherited forms of colorectal
cancer, the genes for which have now been isolated, and many of these genes also play a role in sporadic
disease. Oncogenes, tumor suppressor genes and cell cycle regulators all play a role in colorectal cancer as
discussed below. However it is clear that environmental and dietary factors also have a major impact in this
disease [3].

Colorectal cancers were originally classified by Dukes as A, B or C, according to depth and extent of tumor
invasion. Although used widely, Dukes’ classification has been modified extensively. To standardize
staging of this disease, the UICC TNM system appears to provide greater precision in the identification of
prognostic subgroups. The use of any of the oncogenes or tumor suppressor genes as prognostic indicators
therefore has to be compared with this classification which remains the most useful method to date of
determining survival.  

7.2
The adenoma-carcinoma sequence

Histological observations led to the concept that most colorectal tumors arise from normal epithelium
through increasingly more severe degrees of adenomatous dysplasia to frank carcinoma [2]. Adenomas are
dysplastic but nonmalignant masses in the colon characterized by their size, histologic type and degree of



dysplasia. Several lines of evidence point to the fact that adenomas are frequently the precursor lesion to
carcinomas. Early carcinomas are frequently seen in large adenomatous polyps and carcinomas can be
surrounded by adenomatous areas. In addition, epidemiological data suggest that adenomas and carcinomas
are found in approximately similar distributions to carcinomas. Finally in animal models, carcinomas have
been shown to develop from adenomas. The adenoma-carcinoma sequence describes this progression to
carcinogenesis [2]. Since the original description of this process, an additional lesion, the aberrant crypt foci
(ACF) has been described which is believed to be intermediate between normal tissue and adenomatous
polyps [4].

Over 10 years ago, a number of oncogenes and tumor suppressor genes were assigned to each of these
steps to produce a genetic pathway to colorectal cancer (Figure 7.1) [5]. Although the model suggests that
each mutation occurs in a specific order, it is the accumulation of mutations which is more important than
the order. Since the model was originally proposed, other genes have been identified in colorectal cancer as
shown in Figure 7.1 and some changes have been made to the pathway. 

This model has been the paradigm for colorectal cancer development for many years and has led to much
of our current understanding of colorectal carcinogenesis [6]. The original pathway is now however
oversimplistic and several overlapping pathways seem more likely [7]. Approximately 85% of tumors show
chromosomal instability (CIN) and are usually aneuploid, often left-sided, behave aggressively and show
mutations in APC, RAS and p53 [7]. The remaining 15% of tumors, which exhibit microsatellite instability
(MSI), are often right-sided, diploid and behave indolently as described below in Section 7.5. In addition,
mutations in APC, KRAS and p53 are present at a much lower level in tumors showing a high degree of MSI
[8]. Even within these two pathways there are subsets of tumors. Further evidence for alternative pathways
come from studies which show that mutations in APC, KRAS as well as p53 do not occur in all tumors and
some tumors may only contain a mutation in one of these genes [9]. Another novel pathway has been
described termed the CpG island methylator phenotype (CIMP) [10]. Two groups of tumors were identified.
CIMP-positive tumors show a high degree of CpG island methylation in genes such as p16 and hMLH1 and
are accompanied by mutations in KRAS and TGF RII. CIMP-negative tumors, which by definition do not
contain a high degree of methylation, are characterized by p53 mutations. CIMP-positive tumors may show
a degree of correlation with the MSI pathway [8]. Finally, colorectal cancers, arising from ulcerative colitis,
do not develop from adenomas suggesting that they follow yet another different pathway [11]. Alternatives
to the classic adenoma-carcinoma sequence are therefore likely to be described over the next few years.

Table 7.1 Age-adjusted death rates for colorectal cancer in the major industrialized countries of the world

Abstracted from [1].
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7.3
Genetic changes in sporadic colorectal cancer—the role of oncogenes

7.3.1
MYC

Early studies of colorectal cancer using cell lines revealed amplification of MYC [12]. One study has found
amplification in up to 26% of tumors, where it was most often found in advanced stages of tumor invasion.
However because of its association with Dukes’ stage, its prognostic value is not likely to be of any
additional value [13].

Approximately one third of colorectal cancers show elevated expression of MYC but in general there are
few diagnostic or prognostic implications [14]. Two studies have suggested a role for MYC as a marker for
monitoring the transition from the benign to malignant state. Levels of MYC transcripts determined by
northern blotting were closely related to histological type and size of colorectal polyps. In particular,
adenomas containing carcinoma in situ or high-grade dysplasia expressed high levels of MYC [15, 16].

Figure 7.1

The paradigm for colorectal carcinogenesis—the adenoma-carcinoma sequence and associated oncogenes and tumor
suppressor genes. Those genes shown in black are as described in the original model whereas those in purple were
either identified at a later date or were incorrect in the original.
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Elevated expression of the MYC gene has also been particularly associated with tumors of the distal part
of the colon [17]. On the basis of this observation it has been suggested that elevated levels of MYC may be
a marker of a subgroup of sporadic colorectal cancers with a different etiology to those occurring on the
right side of the colon. Additional studies following on from this observation have indicated loss of MYC
regulation in carcinomas deleted for the chromosomal region containing the APC gene. Studies have shown
that activation of MYC gene expression is central to signal transduction through the APC gene [18].

7.3.2
RAS

Alterations in RAS have been studied extensively in colorectal cancer. There has been no evidence for
amplification or rearrangement of the gene, but elevated expression of RAS and frequent mutations in both
KRAS and HRAS have been identified. 

Elevated levels of the RAS gene family transcripts have been identified in both premalignant and
malignant tumors of the colon and rectum, suggesting that elevated expression might be critical in the
process of carcinogenesis [19]. As all polyps do not progress, despite showing increased RAS expression,
the observation is consistent with the involvement of other genes in the development of cancers as described
above.

Analysis of point mutations in the RAS gene has provided more consistent results and suggests that RAS
mutations occur early in the development of colorectal tumors. A total of 37–60% of colorectal tumors have
been found to have an activated RAS gene with an increasing frequency in larger and more advanced
lesions. The majority of the mutations occur at just three codons of KRAS, codons 12, 13 or 61 [5, 20]. In
addition, approximately 50% of adenomas contain a RAS gene mutation although mutations have only been
found in 9% of those adenomas less than 1 cm in size [20]. This suggested that RAS muta-tions might be
required for the conversion of small adenomas to larger ones by clonal expansion of the cell carrying the
mutation. Subsequent studies have however detected KRAS mutations in the grossly normal mucosa of
patients with colorectal cancer [21] which was shown to be due to the presence of aberrant crypts within the
grossly normalappearing mucosa indicating RAS involvement at an even earlier stage [22]. Over 80% of
nondysplastic crypts and 63% of dysplastic crypts have been shown to contain KRAS mutations [23]. APC
mutations may be required before these lesions progress further although the order in which the two
mutations occurs may be different for sporadic and inherited disease [23].

For many years, the role RAS mutations play in colorectal carcinogenesis, particularly with respect to
progression and prognosis, has been under debate. Ten years ago it was suggested that the specific position
and amino acid substitution in the KRAS gene might influence the outcome, such that the genotype of KRAS
could be used to identify a subset of patients with either indolent or aggressive disease [24]. Distant
metastases were associated with glycine to aspartic acid substitutions at codon 12 whereas tumors with
valine substitutions at this position did not spread beyond the pericolonic and perirectal lymph nodes. Tumors
with codon 13 mutations did not progress locally or distantly. As other studies gave conflicting results,
meta-analysis of RAS mutations in colorectal cancer has been carried out to clarify the situation. Analysis of
over 2500 patients indicated that there was a statistically significant association between the presence of a
KRAS mutation and increased risk of recurrence and death [25]. Any mutation of a G to T but not A to C
increased the risk of recurrence. When individual specific mutations were evaluated only the glycine to
valine substitution conveyed an independent increased risk of recurrence. Extension of this study, on 3439
patients from 42 centers in 21 countries, has supported these findings, again highlighting that only this one
amino acid substitution, found in 8.6% of all patients, had a statistically significant impact on failure-free
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survival and overall survival [26]. In addition it was shown that the impact of this mutation in Dukes’ C
patients compared to Dukes’ B patients was greater, suggesting not only that the presence of the glycine to
valine mutation is important in progression but that it might predispose to a more aggressive biological
behavior in patients with advanced cancer.

As RAS mutations have been proven to be a relatively early event in the development of colorectal cancer,
the possibility of developing a molecular screening test for colorectal cancer has been considered to detect
cancers at an early stage [27]. This test is dependent on the ability to detect RAS mutations in fecal samples.
Preliminary data showed that it was possible to detect RAS mutations in the stools of eight out of nine
patients whose cancers had a known RAS mutation. Two of the positive cases had only adenomas present at
the time of testing, suggesting that this technique had the potential to be used as a screening method,
particularly if other genes involved in colorectal carcinogenesis could be included in the analysis. A second
study confirmed the feasibility of this technique by identifying RAS mutations in the stools of approximately
50% of cases studied [28]. These initial studies were however limited by technical problems which have
recently been overcome by the use of a more reproducible method of DNA extraction and a more robust
PCR method [29]. In addition, the inclusion of three genetic markers associated with colorectal cancer, p53,
a microsatellite instability marker BAT26, as well as RAS, were shown to detect up to 70% of colorectal
cancers. It now remains to be determined if this approach is sufficiently sensitive to be used routinely as a
screening tool given that some of the tumors in these studies were advanced, with patients already
symptomatic. Larger trials of normal individuals, to evaluate the specificity of the three existing markers
and studies of patients with only adenomas should prove the general usefulness of what appears to be a
promising method of early detection of colorectal cancer. Further developments include the evaluation of
APC mutations in fecal samples given that this gene is involved at an earlier stage than RAS (see
Section 7.4.2). In addition, an alternative to screening fecal samples for mutations is to identify them in
plasma DNA and an early study on a small group of patients has shown the feasibility of this approach [30].

7.3.3
Other oncogenes

The SRC gene has also been implicated in early colorectal cancer development with a 5–8-fold increase in
activity in the majority of tumors [31]. This level of increase has been found in premalignant lesions and in
small adenomatous polyps as well as benign polyps containing villous changes or severe dysplasia. SRC has
therefore been associated with tumor progression since higher levels of expression are found in tumors
compared to polyps and still higher levels can be detected in distant metastases such as those in the liver.

Overexpression of the antiapoptotic proto-oncogene AKT has been detected immunohistochemically in
57% of colorectal cancers as well as in adenomas, again suggesting that this gene may be involved in early
events in the development of this cancer [32]. It is less commonly overexpressed in colorectal cancers with
MSI again suggesting the involvement of different pathways in the development of colorectal cancers. Early
inhibition of apoptosis during colorectal carcinogenesis may be due to overexpression of AKT.

Finally HER-2/neu has been shown to be overexpressed in at least half of all colorectal cancers and has
generally, though not consistently, been associated with a poor prognosis [33, 34].
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7.4
Genetic changes in sporadic colorectal cancer—the role of tumor suppressor genes

7.4.1
p53

p53 was one of the first genes to be studied extensively in colorectal cancer and close to a thousand papers
have now appeared on the subject [35]. Mutation of p53 is a relatively late event in colorectal
carcinogenesis occurring at the adenoma to carcinoma transition, as shown in Figure 7.1. In a review of 25
studies, the incidence of p53 mutations in colorectal cancers was shown to be between 31 and 52% [35 and
www.iarc.fr/p53/ or www.umd.necker.fr:2001/P53]. Mutations are most frequently found in distal tumors,
high-stage tumors, in aneuploid tumors and those without MSI or KRAS mutations. The frequency of
mutations is lowest in mucinous tumors and tumors found in HNPCC families and they are rare in
adenomas as would be expected from the pathway model for MSI-positive tumors [8]. The majority of
mutations are G:C to T:A transitions primarily occurring at CpG dinucleotides [36]. Mutations at five
hotspots account for 43% of all mutations in colorectal cancer as shown in Table 7.2 [36]. Mutations in the
conserved   regions of p53 are more frequent in tumors of the distal colon as compared to the proximal
colon which may reflect a different etiology [37]. Transversions are more frequent than transitions in the
distal colon again perhaps reflecting a different etiology of the cancers [38].

Many different techniques have been used to look for p53 mutations and to relate them to the patient
outcome and this variation in technology may account for some of the conflicting results obtained.
Immunohistochemical (IHC) studies have found widespread use and have not always shown consistent
results when compared to molecular studies. The best correlation between IHC results and mutation
analysis has been seen if monoclonal antibodies (D07 and Pab 1801) are used rather than polyclonal ones
such as CM-2 [39, 40]. Variation in scoring of IHC results has also been problematic and in some studies
only nuclear staining was considered to be important whereas in other studies, cytoplasmic staining was also
recorded. Wild-type protein has also been shown to accumulate in the absence of a mutation, probably
because of failure of the p53 degradation pathway which can also lead to false results [35]. Molecular
testing is not without its own problems which primarily include the sensitivity of scanning techniques such
as SSCP, leading to missed mutations or to the presence of normal cells within the tumor causing high normal
background in sequencing, which can mask the presence of mutations.

Table 7.2 p53 mutations in colorectal cancer

Adapted from [31].
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The majority of reports indicate that p53 mutations are associated with a poor prognosis but this is by no
means universal as reviewed in [35] in which 14 studies showed a worse survival, eight found no
association and three showed a better prognosis. This may be as a result of technological differences
described above but may also reflect differences in the patient groups included in the studies such as
different sites of tumors or stages of disease. For example, in a large population-based study of over 1400
patients, there were no overall prognostic implications for the group as a whole but the presence of a
mutation in tumors of the proximal colon did correlate with a poorer prognosis [41]. Another study has
corroborated this association between p53 mutations, tumor location and prognosis [39]. However, in
contrast, a further large study of 995 patients showed no prognostic correlations in the series overall, with
tumor site or stage subgroups [42].

Different types of mutation, e.g the mutation at codon 245 [41] and mutations in the L3 zinc-binding domain
[38] have been suggested to have prognostic significance in a similar manner to that described for a specific
KRAS mutation (see Section 7.3.2). This result has now been confirmed in two studies after 5 years [43] and
10 years of follow up [44]. There is more convincing evidence that the group of patients with wild-type p53
have a survival advantage from the use of 5-fluorouracil chemotherapy [45, 46]. At present p53 alterations
have little or no value as prognostic indicators in the routine clinical setting though some associations with
mutations in specific regions of the gene and in their role in response to chemotherapy may be borne out
with larger studies.

7.4.2
Adenomatous polyposis coli gene (APC)

Loss of heterozygosity of chromosome 5q was originally found in around 30% of adenomas and up to 50%
of colorectal cancers [47], suggesting the involvement of this region in the development of sporadic
colorectal cancer as well as in familial adenomatous polyposis (FAP) (see Sections 3.5.1 and 5.4.1).

Figure 7.2

Distribution of mutations in APC in sporadic colorectal cancer. The localization of the majority of mutations in the
mutation cluster region (MCR: codons 1286–1513) can be seen. The codon number is shown on the x-axis.
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Following the cloning of the APC gene, mutations have been identified in around 60–70% of sporadic
colorectal cancers and adenomas [48, 49]. In addition, the second copy of APC is either lost or can be
inactivated by a second mutation [48, 49]. Two ‘hits’ are necessary for the development of adenomas
[50–52]. Mutations have been identified in adenomas as small as 3 mm in diameter and have also been
found in aberrant crypt foci [53]. These observations, together with the observation that the frequency of
mutations in adenomas is similar to that in carcinomas, suggests that APC mutations are likely to be an
initiating step in colorectal carcinogenesis.

The distribution of mutations in sporadic cancers differs from that seen in FAP [49]. Two-thirds of
somatic mutations are found in a region of the APC gene known as the mutation cluster region (MCR;
Figure 7.2) a region which has been associated with profuse polyposis in FAP patients which represents
only 8% of the coding sequence of the gene (codons 1286–1513). Three somatic mutations at codons 1309,
1450 and 1554 are the most commonly found (http://perso.curie.fr/Thierry.Soussi/APC.html). However as
with germ-line mutations, the majority of sporadic mutations are truncating mutations, approximately 60%
of which are small deletions or insertions causing frameshifts and the majority of the remainder are point
mutations, primarily C to T transitions [49]. G to T transversions account for less than 15% of somatic
mutations in APC suggesting that the early stages of colorectal carcinogenesis do not occur in response to a
mutagen. There is strong interdependence of the two mutations in sporadic colorectal cancer as well as
in FAP If the first mutation occurs within the MCR, the second hit is loss of heterozygosity (LOH). If the
first hit is outside the MCR, the second mutation is a truncating mutation within the region [54]. A review
of published data has redefined the MCR from codons 1281–1556 based on statistical theory rather than
subjective assessment and examined the interdependence between the first and second mutation with
respect to selective advantage [55]. This showed that two mutations within the MCR are the most likely to
have a selective advantage compared to one mutation in the MCR with the second hit being LOH and these
were significantly more advantageous than two mutations outside the MCR or one mutation outside plus
LOH for the second. This model allows quantification of how different combinations of APC mutations
confer different growth advantages although the mechanism requires further investigation.

As discussed in the section on RAS, many investigators have evaluated the possibility of developing a
molecular test to screen for early cancers by detection of mutations in oncogenes and tumor suppressor
genes in fecal samples. As described here, the earliest alteration in colorectal carcinogenesis is a mutation
of the APC gene which makes it the optimal candidate to test for. The variety of different mutations in APC
make this technically more difficult, but through the use of a technique called digital protein truncation, it
has been shown that mutations can be detected in over half of the patients tested, though not in the control
subjects [56]. This approach may lead to new methods for the early detection of colorectal cancers.

7.4.3
SMAD

Allele loss at chromosome 18q21 is well documented in colorectal cancers and is seen in over 65% of cases
[57]. Lying within this region are three genes, DCC (Deleted in Colon Cancer), SMAD4/DCP4 and SMAD2.
For many years the DCC gene was thought to be the target of 18q loss but this has now been shown to be
incorrect and mutations in DCC are very rare in colorectal cancer [58]. The two genes shown to be involved
in the 18q loss are instead SMAD4 and SMAD2. SMAD4 codes for a protein which is a downstream regulator
in the TGF  signal transduction pathway and acts as a trimer with SMAD2 and SMAD3. SMAD4 is also the
gene mutated in juvenile polyposis as described in Section 5.4.3. Inactivation of SMAD4 and 2 occurs by
deletion of both alleles or by intragenic mutation of one allele and by deletion of the other making them
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classical tumor suppressor genes. SMAD2 mutations only occur in about 5% of colorectal cancer [59] but
SMAD4 mutations are seen in approximately 25% of cases [60, 61]. Mutations of SMAD4 are however
rarely associated with tumors with a MSI-positive phenotype [61, 62]. This finding suggests that the MSI-
positive pathway diverges prior to SMAD4 inactivation [62] SMAD4 mutations have also been associated
with the presence of metastatic disease [63].

7.4.4
MCC

The ‘mutated in colorectal cancer’ gene (MCC) was originally isolated in a search for the causative gene for
familial adenomatous polyposis (FAP). Although it was shown not to be involved in the inherited condition,
mutations in MCC have been identified in a pro-0 portion of sporadic colorectal cancers [64]. However studies
have shown that this gene does not appear to have a major role in prognosis or diagnosis of colorectal
cancer [65].

7.4.5
NM23

NM23 was initially isolated because of its association with a low metastatic phenotype in melanoma cell
lines and was localized to 17q21, a region which is also commonly deleted in colorectal tumors [66]. It has
a major role in synthesis of nucleotide triphosphates other than ATP. Down-regulation of the gene has been
associated with metastatic progression in many types of cancer. In colorectal cancer, although a few studies
have indicated that it may be a useful marker of progression [67], the majority of recent studies, including a
5-year prospective study, have not found any evidence that it plays a major role in colorectal carcinogenesis
[68].

7.4.6
Other changes

LOH at chromosome 8p has been a consistent finding in colorectal cancers and two regions on 8p have been
delineated at 8p23.2–22 and at 8p21.3–8p11.22 [69]. LOH has been identified in 44–48% of cases [69, 70].
LOH at this region is seen in only 10% of adenomas suggesting that this involvement is a relatively late
event [71]. A novel gene has been isolated from 8p21, called REAM (for reduced expression associated with
metastasis). Expression of this gene was reduced in over half of colorectal cancers tested, particularly those
in advanced stages with liver metastasis. Somatic mutations were also found in several cases [72]. The
possibility of two tumor suppressor genes within the 8p11, which confer different and independent roles in
colorectal carcinogenesis, has also been described [73].

7.5
Mismatch repair defects

Microsatellite instability (MSI), also termed replication error positive or RER positive (see Section 4.6), has
been found in around 15–25% of sporadic colorectal cancers as summarized in Table 7.3 [74–81]. Tumors
can be divided into MSI-high (MSI-H) where two or more markers are positive or MSI-low (MSI-L) when
less than two are positive. MSI-H tumors are characterized as diploid, high-grade and mucinous tumors
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located primarily in the proximal colon, features which distinguish them from microsatellite stable cancers
[77, 80, 82]. The MSI-H phenotype is associated with a good prognosis, particulary with tumors of the
proximal colon [77, 79, 80, 82] though the opposite effect is seen for the rarer distal tumors [79].
Immunohistochemical staining for MMR proteins can be used to identify those tumors with MSI and a
MMR gene defect (see Figure 5.4) [80].

A small proportion of apparently sporadic colorectal cancers which exhibit MSI have subsequently been
shown to have germ-line mutations in one of the MMR genes [81, 83]. The group of MSI-positive patients,
who show the highest rate of germ-line mutations, are patients who developed sporadic colon cancer at a
relatively young age (<35 years). MSI-H was seen in 58% of cases and germ-line mutations have been
identified in almost half of those tested [84]. These findings obviously have implications for genetic testing
and subsequent management of their children. However, the majority of MSI-H sporadic cancers arise from
inactivation of MLH1. The major cause of inactivation has been shown   to be hypermethylation of the
promotor of MLH1 which has been detected in 70–90% of cases [83–87]. Promoter hypermethylation has
often been shown to be biallelic [88]. Hypermethylation of the MLH1 promoter is also present in
preneoplastic lesions and in adenomas indicating that it is an early event in colorectal carcinogenesis [89, 90].

7.6
TGF

Loss of TGF  control is a critical event in colorectal carcinogenesis [91, 92] with over 75% of cases having
lost responsiveness to this control mechanism [93]. The major mechanism of loss is through mutation of
both alleles of the TGF RII as seen in the majority of MSI-positive tumors. The mutations occur within a
poly-A tract in the coding region of the receptor leading to a truncated, nonfunctional receptor [94]. The
inactivating mutations are a relatively late event and are associated with progression to carcinoma [95]. In
MSI-negative tumors, inactivation of the TGF  signaling pathway occurs by mutations in the SMAD
proteins as described above [62]. Finally loss of TGF  responsiveness can occur by mutation of the receptor
directly [93].

7.7
Cell cycle regulators

Epigenetic changes play a major role in colorectal cancer as described above for MLH1. The p16 gene is a
cyclin-dependent kinase inhibitor (CKI) as described in Chapter 4 which targets cyclin D/CDK4–6 and

Table 7.3 Microsatellite instability in sporadic colorectal cancers
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reduces phosphorylation of RB. Aberrant methylation of CpG residues in the 5’ end of the p16 gene has
been identified in colorectal carcinomas, the result of which is transcriptional silencing of the gene [96, 97].
Methylation of this gene is found in 16–42% of tumors [98–100]. In general, p16 aberrations have been
associated with a poor prognosis [98] and are more commonly found in Dukes’ C and D tumors [99]. The
highest levels of abnormalities have been identified in tumors of the proximal colon [100] and with MSI-
positive tumors [101].

p27 is also a CKI which regulates G1 to S progression by targeting cyclin E/CDK2. Reduced expression
of p27 has been identified in colorectal cancers and correlates with poor survival [101–103]. Decreased
expression has also been associated with increased likelihood of the presence of lymph node metastases
independently of depth of tumor invasion [104].
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8
Gastrointestinal cancer

8.1
Introduction

Cancers of the upper gastrointestinal tract (esophagus and stomach) are among the most frequent
malignancies worldwide, with a characteristic geographical distribution [1]. Over the past several decades,
the epidemiology of esophagogastric cancers has altered dramatically, particularly in Western or developed
countries [2–5]. Although the reasons for this change are unknown, several risk factors, including tobacco
exposure, obesity, diet, Helicobacter pylori infection and gastroesophageal reflux have been implicated
[6–11]. Esophageal and gastric cancers are associated with high mortality rates [12], suggesting an
aggressive tumor biology.

This chapter will focus primarily on recently described molecular genetic alterations in esophagogastric
tumors in the context of epidemiologic trends, and will discuss potential clinical applications for such
molecular markers. Molecular alterations in small bowel, pancreatic, and hepatobiliary malignancy will also
be summarized.

8.2
Pathology of esophagogastric cancer

8.2.1
Esophageal cancer

Patients with esophageal cancer present clinically with difficulty swallowing as a result of esophageal
obstruction from the tumor mass (Figures 8.1 and 8.2). There are two principal histologic subtypes of
esophageal cancer: squamous cell carcinoma and adenocarcinoma. Arising from squamous epithelium
lining the tubular esophagus, squamous cell carcinomas account for the majority of esophageal tumors
worldwide. Squamous cell carcinomas are characterized histologically by keratinization and/or the presence
of intercellular bridges, and are often associated with dysplastic change. Primary esophageal
adenocarcinomas, which are increasing in incidence in North America and Europe, are thought to arise from
the columnar epithelium-lined (Barrett’s) esophagus [13, 14]. Dysplasia is widely regarded as the precursor
of invasive cancer, and high-grade dysplasia in Barrett’s epithelium (Figure 8.3) is frequently associated
with esophageal adenocarcinoma [15, 16].



8.2.2
Barrett’s esophagus

Barrett’s esophagus is currently defined as a change in the esophageal epithelium of any length that can be
recognized at endoscopy, and confirmed to have intestinal metaplasia by biopsy [17]. Goblet cells are the
hallmark for intestinal metaplasia, diagnosed histologically using hematoxylin and eosin staining of tissue
sections (Figure 8.4). Goblet cells also contain acidic mucin, which shows an intense blue color with Alcian
blue stain at pH 2.5 [18]. Immunohistochemical studies using monoclonal antibodies to cytokeratin (CK) 7
and 20, have recently been used to differentiate intestinal metaplasia of esophageal versus gastric cardia
origin [19, 20]. CK 7 positivity in superficial and deep glands, with CK 20 positivity limited to superficial
glands only, is referred to as the Barrett’s CK 7/20 pattern,   whereas gastric intestinal metaplasia is
characterized by CK 20 immunopositivity in both superficial and deep glands, but with absent (or weak or
patchy) CK 7 immunoreactivity.

Figure 8.1

Barium swallow illustrating an obstructing carcinoma of the esophagus.
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8.2.3
Gastric cancer

Histologically, adenocarcinomas of the upper gastrointestinal tract are characterized by glandular
differentiation. Adenocarcinomas are therefore the principal epithelial tumor arising from the gastric
mucosa, but have distinct histopathologic variability (tubular, papillary, mucinous, signet-ring). Lauren
classified gastric cancers into two histologic subtypes, intestinal or diffuse, to reflect differing etiology and
clinical course [21]. Precursor lesions for gastric cancer include chronic atrophic gastritis (often associated
with H. pylori) and intestinal metaplasia.

8.3
Epidemiology of esophagogastric malignancy

Squamous cell carcinoma of the esophagus shows considerable geographic diversity, with mortality rates
ranging from 30–140/100000 population in high-risk regions (i.e. China, South Africa, Iran, South America
and northern France). The remarkable variability of incidence of esophageal squamous cell carcinoma
worldwide led to numerous epidemiologic studies attempting to define risk factors for the disease. Heavy
alcohol and tobacco consumption, diet and nutritional factors have been consistently implicated in the
pathogenesis of this disease.

Over the past three decades, there has been a dramatic change in the epidemiology of esophageal
malignancy in North America and Europe, which are still considered low-incidence regions globally, with
mortality rates generally below 10/100000. While the incidence of squamous cell carcinoma of the
esophagus has remained stable, the incidence of esophageal adenocarcinoma has increased steadily, at a rate

Figure 8.2

Computed tomography of the chest illustrating an esophageal carcinoma adjacent to the left mainstem bronchus.
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exceeding any other solid tumor. Although the reasons for this change are largely unknown and remain
controversial, several lifestyle risk factors, including alcohol consumption, tobacco exposure, obesity, and
dietary factors have been proposed. The increased use of nitrate-based fertilizers in agriculture over the past
three to four decades has recently been suggested to account for these striking epidemiological trends [22, 23].
It is thought that increased dietary nitrate, derived principally from green leafy vegetables, in association
with gastric and ascorbic acid, results in potentially carcinogenic levels of nitric oxide in epithelia of the
lower esophagus. Recent studies have implicated gastroesophageal reflux disease (GERD) as the most
significant individual risk factor for esophageal adenocarcinoma [10]. It is hypothesized that GERD results
in acute mucosal injury (esophagitis), promotes cellular proliferation, and induces columnar metaplasia of
the normal squamous epithelium lining the esophagus. The resulting columnar epithelium-lined (Barrett’s)
esophagus appears predisposed to develop malignancy at an estimated risk of at least 30–40-fold higher
than that of the general population. However, the absolute risk of an individual patient with Barrett’s
esophagus developing invasive adenocarcinoma is low, and has recently been estimated at 0.5% per patient
year [24].

In North America, current estimates of the prevalence of Barrett’s esophagus are approximately 1–2% for
all patients undergoing endoscopy [25]. This increases to over 10% for patients who undergo endoscopy for

Figure 8.3

Histologic section of the columnar epithelium-lined esophagus showing high-grade dysplasia.
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upper gastrointestinal symptoms (predominantly reflux-related). Autopsy series indicate the prevalence of
Barrett’s esophagus to be much higher (approximately 20 times), suggesting that a large percentage of the
general population have undiagnosed Barrett’s esophagus [26]. This may not be unreasonable considering
that up to 40% of the general population in North America experience reflux-related symptoms monthly.
The mean age at which Barrett’s esophagus is currently diagnosed is around 60 years, with a male
predominance (2–3:1).

Gastric cancer is the second most frequent malignancy worldwide. High-incidence regions (with rates
>40/100 000) include Japan and East Asia, Eastern Europe and South America. Steadily decreasing
incidence and mortality rates for all regions have been observed over the past several decades [27, 28],
particularly for the intestinal type, and have been attributed to improved diet and better food storage. The
association between H. pylori infection and gastric cancer [29, 30] led the International Agency for
Research on Cancer to classify H. pylori as a carcinogen in humans.

8.4
Cellular and molecular alterations in esophagogastric cancer

Esophagogastric tumors, as for other human cancers, are thought to arise as a multistep process, modulated
by both genetic and environmental factors. The accumulation of genetic alterations leads to genomic
instability and through complex interactions between stimulatory oncogenes and regulatory tumor
suppressor genes. This results in widespread clonal outgrowth of cells exhibiting aberrant cell cycle
regulation, with capacity for invasion. In general, genomic instability precedes the appearance of histologic
changes.

Figure 8.4

Histologic section of an esophageal biopsy illustrating intestinal metaplasia.
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The multistep process for esophageal adenocarcinoma is recognized histologically as the metaplasia-
dysplasia-adenocarcinoma sequence [31]. However, few studies have investigated critical early molecular
genetic events, and despite the plausibility of a link between GERD, Barrett’s epithelium and esophageal
adenocarcinoma, no convincing biological mechanism to explain these associations has yet been established.

It is proposed that the intestinal form of gastric cancer develops as a stepwise progression from chronic to
atrophic gastritis (induced by H. pylori), intestinal metaplasia, dysplasia and finally invasive adenocarcinoma
[32]. No obvious sequential pattern is seen for the diffuse type of gastric cancer.

8.4.1
Cell cycle regulation

Progression through each stage of the cell cycle is modulated by complex interactions between stimulatory
and inhibitory signals mediated by oncogenes and tumor suppressor genes, respectively. Quiescent cells
(stage G0) enter the cell cycle in the G1 phase and progress under external mitogenic stimulation to S phase,
in which DNA synthesis occurs. The cell is now committed to divide irrespective of exogenous factors, and
after proceeding through G2, enters M phase where mitosis occurs. The cell cycle is regulated at key check-
points (G1/S and G2/M) by cyclins and cyclin-dependent kinases (CDK), which interact with cellular
proteins to activate transcription factors having positive or negative regulatory effects.

Cyclin D1/CDK-4 (or CDK-6) complex regulates the early to mid-G1 phase. Following phosphorylation
of the retinoblastoma (RB) tumor suppressor protein, the E2F transcription factor activates genes required
for DNA synthesis in S phase, driving the cell to G1/S transition. Whereas the p16 tumor suppressor gene
inhibits the association of CDK-4 (and -6) with cyclin D1, mutational activation of the RAS oncogene
induces cyclin D1 expression. This regulatory process is further modulated by interactions with other
upstream and downstream genes. The p53 tumor suppressor gene may induce cell cycle arrest by
transcriptional activation of p21 (WAF-1), which sequesters various cyclin-dependent kinases, including
CDK-4 and CDK-6, at several points in the cell cycle. Therefore, progression through the G1/S checkpoint
may result from the loss of RB, p16, or p53, or by overexpression of RAS or cyclin D1. A reciprocal relationship
between RB, cyclin D1 and p16 expression has been reported in esophageal cancer [33, 34]. In general,
tumors which retain RB expression typically exhibit overexpression of cyclin D1, p16 inactivation, or both,
often in the context of p53 mutations.

8.4.2
Epithelial proliferation markers

Immunohistochemistry and flow cytometry have been used to study cell proliferation in esophageal tissues,
evaluating distribution of proliferating cell nuclear antigen (PCNA) and Ki67 (a cell nuclear proliferation-
associated antigen for G1/S and G2/M). PCNA immunostaining is normally seen in the basal layer of
metaplastic Barrett’s epithelium, but extends to superficial layers with high-grade dysplasia [35].
Immunohistochemical studies using the monoclonal antibody MIB-1 (against Ki67) demonstrated a higher
percentage of proliferating cells in metaplastic Barrett’s mucosa compared to normal gastric epithelium.
Staining patterns for low-grade and high-grade dysplasia were similar to PCNA, suggesting a greater
turnover of differentiated cells in the surface epithelium by immature proliferating cells arising from basal
layers [36, 37]. Increased proliferative activity and altered cell cycle kinetics have also been shown using
flow cytometry in esophageal cancer [38] and Barrett’s epithelium [39]. An increased G1 fraction appears to
be the earliest finding, progressing to increased S phase fractions with aneuploidy, high-grade dysplasia and
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carcinoma. These findings suggest a functional instability of Barrett’s mucosa, predisposing to increasing
dysplasia and malignancy.

8.4.3
Aneuploidy

Flow cytometry has also been used to study cell nuclear DNA content (ploidy). Progression of normal
esophageal epithelium to Barrett’s metaplasia is clearly associated with abnormal DNA content (aneuploidy)
[40]. Furthermore, the prevalence of aneuploidy appears to increase with the degree of dysplasia determined
histologically. In a prospective study of 62 patients, nine of 13 patients with abnormal DNA content
(aneuploidy or increased 4N fraction) progressed to high-grade dysplasia or carcinoma [39]. Of 49 patients
with normal flow cytometry at initial endoscopy, none progressed over the 34-month study. The exact
significance of the 4N fraction is unclear, but is thought to represent an unstable intermediate stage in
progression to aneuploidy. Mapping studies have shown that most aneuploid populations are localized to a
single region of esophageal mucosa, suggesting clonal expansion of single progenitor cells to involve large
regions of esophageal mucosa [41]. Although multiple aneuploid cell populations are occasionally
encountered in Barrett’s epithelium, only one aneuploid cell population typically is found in the primary
tumor. Although several studies have reported that abnormal DNA content of Barrett’s adenocarcinomas to
be predictive of advanced-stage disease, lymph node metastases and reduced overall survival, these findings
have been inconsistent.

8.4.4
Chromosomal aberrations

Conventional cytogenetic techniques (karyotypic analysis) are limited by both the size of chromosome to be
visualized (at least 5 megabases of DNA) and the requirement that cells be cultured and stimulated into
mitosis for banding. Recent molecular cytogenetic techniques, such as fluorescence in situ hybridization,
will resolve smaller structural chromosomal changes (less than 1 kilobase of DNA), and may be applied to
detect multiple chromosomal changes in heterogeneous cell populations. Comparative genomic
hybridization has recently become the most popular cytogenetic tool to analyze the entire genome [42]. The
following chromosomal aberrations and allelic losses have consistently been reported in esophageal cancer
[43–45]: 2q, 3p, 5q, 9p, 11p, 12q, 13q, 17q, 17p, 18q, Xq and loss of the Y-chromosome, which increased with
high-grade dysplasia. For gastric cancers, common chromosomal targets for loss or gain include 3p, 4q, 5q,
6q, 9p, 17p, 18q, and 20q [46–48].

8.4.5
Loss of heterozygosity

Frequent loss of chromosomal regions or loci from one or more alleles (loss of heterozygosity; LOH) is
reported frequently in Barrett’s esophagus and associated esophageal adenocarcinomas for the following
loci (and associated tumor suppressor genes): 5q (adenomatous polyposis coli; APC), 17p (p53), 18q
(deleted in colorectal cancer; DCC), 9p (p16, p15), 3p (fragile histidine triad; FHIT), 13q (retinoblastoma;
RB). LOH is reported in several additional loci (1p, 3q, 4q, 5p, 6q, 9q, 11p, 12p, 12q, 17q and 18q) [49], but
many of the associated candidate suppressor genes have yet to be characterized [50]. Particularly interesting
is a recent report suggesting that deletion of a locus (31–32.1) on chromosome 14q can be used to
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differentiate adenocarcinomas of esophageal versus gastric cardia origin [51]. Studies of 5q and 17p allelic
losses in aneuploid cell populations derived from patients with Barrett’s esophagus and adenocarcinomas
suggest that 17p loss precedes 5q loss in esophageal tumorigenesis [52]. This is in contrast to colorectal
malignancy where 5q losses are found earlier in neoplastic progression. This finding further supports the
hypothesis that alterations of the p53 tumor suppressor gene (localized to 17p) occur as an early molecular
event in esophageal tumorigenesis.

8.5
Tumor suppressor genes

8.5.1
p53

The p53 tumor suppressor gene encodes a 53 kDa polypeptide that regulates cell cycle progression, DNA
repair, apoptosis, and neovascularization in normal and malignant cells via highly complex DNA and
protein interactions [53]. p53 mediates cell cycle arrest in part by inducing the expression of p21 (WAF-1)
which sequesters a variety of cyclindependent kinases facilitating G1 as well as G2/M arrest. Over 90% of
p53 mutations locate in the conserved DNA-binding domain (exons 5 to 8), with ‘hot spots’ at codons 175,
176, 245, 248, 249, 273 and 282 in many human tumors [54]. This gene appears to have a central role in
human malignancy, and has been characterized extensively over the past decade. Furthermore, p53 would
appear to have potential clinical application for novel therapeutic strategies.

p53 gene mutations were first reported in esophageal squamous cell carcinoma [55], and subsequently in
primary esophageal adenocarcinoma and associated Barrett’s epithelium in 1991 [56]. These findings have
now been confirmed by several investigators, and the spectrum of p53 alterations in Barrett’s esophagus and
esophageal adenocarcinomas has been studied extensively (Figures 8.5 and 8.6). The finding of p53
mutations in nondysplastic Barrett’s epithelium suggests that p53 is altered early in the metaplasia-
dysplasia-carcinoma sequence, and may therefore be a clinically useful early molecular diagnostic marker.

In the most comprehensive study of primary esophageal adenocarcinomas (defined by strict clinico-
pathologic criteria) reported to date, p53 mutations were associated with poorly differentiated tumors, and
reduced disease-free and overall survival following surgical resection [57, 58]. Biologically, one of the
most interesting findings derived from the analysis of p53 relates to patterns of mutations, which differ
between squamous cell carcinomas and adenocarcinomas of the esophagus. p53 mutations in esophageal
squamous tumors are predominantly transitions or transversions occurring at A:T base pairs (suggesting a
relationship to metabolites of ethanol, a well-defined risk factor for squamous cell carcinoma), or G  to T
transversions (a characteristic mutation attributed to benzo[a]pyrine, suggesting an association with
tobacco). However, for esophageal adenocarcinoma, predominant mutations are G:C to A:T transitions at
CpG dinucleotides. A review of all published human p53 mutations (see IARC p53 mutation database at
www.iarc.fr/p53/index.html) indicates that esophageal adenocarcinoma is the cancer type with the highest
proportion of such mutations.

There is now solid molecular evidence that these mutations primarily arise through endogenous
mechanisms, involving the spontaneous deamination into thymine of the 5‘methylated cytosine that
frequently occurs at CpG dinucleotides. This mechanism is enhanced by exposure to oxy- and nitro-
radicals. In colon cancer, a direct correlation was demonstrated between the levels of expression of
inducible nitric oxide synthase 2 (iNOS; NOS-2) and the rate of formation of G:C to A:T transition at CpG
dinucleotides, incriminating overproduction of nitric oxide as a major causative factor [59]. Exposure of
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human fibroblasts to nitric oxide results in p53 protein accumulation, whereas overexpression of wild-type
p53 in human tumor cell lines results in down-regulation of NOS-2 expression through promoter inhibition
[60]. These studies suggest that p53 provides a novel mechanism for DNA protection, reducing the
potential for nitric oxide-induced DNA damage. Nitrotyrosine, a stable reaction product of nitric oxide and
a marker for cellular protein damage from high levels of nitric oxide, has recently been reported in
esophageal squamous cell carcinomas [61]. Furthermore, NOS-2 mRNA expression was recently shown to
be increased in up to 80% for both Barrett’s epithelia and esophageal adenocarcinoma tissues [62].

Recent data on patterns of p53 mutations in esophageal adenocarcinoma support the hypothesis that
chronic stress, in particular resulting from GERD-induced esophagitis, may result in local overproduction of
nitric oxide in normal and metaplastic esophageal mucosa, thus enhancing the rate of formation of
‘spontaneous’ mutations, including p53. Furthermore, based on earlier observations of p53 mutations in
nondysplastic Barrett’s epithelia and the subsequent demonstration of p53 protein accumulation in near-
normal esophageal epithelia with mild basal cell hypertrophy, it is proposed that p53 alterations occur
relatively early during multistep esophageal tumorigenesis. This notion is further supported by recent
observations of p53 mutations in other preneoplastic epithelia of the upper aerodigestive tract (head and
neck, foregut and lung) [63, 64]. Abnormalities in DNA repair (see following sections) would initiate and/
or exacerbate this process.

Compared to esophageal adenocarcinomas, p53 alterations are generally reported to be less frequent in
gastric antral carcinomas [65], although p53 mutations appear to be found in association with intestinal-type
tumors. Similar p53 mutation patterns are seen for esophageal and gastric adenocarcinomas, particularly at
CpG dinucleotides [66], and a polymorphism at codon 72 is reported to be associated with gastric
malignancy [67].

Figure 8.5

Immunohistochemical section of a primary esophageal adenocarcinoma illustrating heterogeneous cell nuclear
immunoreactivity for p53.
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8.5.2
Retinoblastoma (RB)

The retinoblastoma (RB) gene, located on 13q14, encodes a 105 kDa nuclear phosphoprotein which is
intimately involved in regulation of the G1 restriction point. A variety of proteins, including cyclin-
dependent kinases, transcription factors, and viral oncoproteins, interact with RB and related proteins (p107
and p130) to regulate cell cycle progression. Mutations involving the retinoblastoma gene frequently disrupt
RNA splicing resulting in the loss of RB protein expression. RB mutations have been observed in Barrett’s
epithelium, and in approximately 20–40% of esophageal adenocarcinomas [68]. RB mutations occur more
frequently in tumors with p53 mutations [69]. Recent studies suggest that loss of RB expression correlates
with advanced stage of disease, nodal metastases, and reduced survival [70]. 

Figure 8.6

Single-strand conformation polymorphism (SSCP) analysis (top panel) and sequence analysis (below) for exon 7 of the
p53 tumor suppressor gene. No electrophoretic mobility shifts were found for patient 1 in the tumor (T), Barrett’s
epithelium (B) or matched histologically normal esophageal epithelium (N). An electrophoretic mobility shift is seen in
the tumor (T) of patient 2, which was confirmed by sequencing (below, left) to represent a point mutation (AGC) at
codon 245. The wild-type p53 sequence (GGC) was found in matched normal (N) esophageal epithelium (below, right).
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8.5.3
p16

The p16 tumor suppressor gene, located on 9p21, encodes a protein product which inhibits the activity of
CDK4 and CDK6, preventing cyclin D-dependent phosphorylation of the RB protein. Inactivation of p16 by
allelic deletion or point mutation has been detected in approximately 20% of esophageal squamous cell
cancers. LOH involving 9p21 was reported in 24 of 32 (75%) aneuloid cell populations derived from
esophageal adenocarcinomas, as well as 7/7 samples of Barrett’s epithelium whose tumors had p16
mutations [71]. Allelic loss involving p16 preceded the onset of aneuploidy in 13 of 15 specimens. Somatic
mutation silenced the remaining p16 allele in 23% of the aneuploid cell samples. Methylation contributes to
p16 inactivation in an additional 50% of squamous cell or adenocarcinomas of the esophagus [72, 73].
Recent reports suggest that p16 inactivation correlates with cyclin D1 overexpression and poor prognosis
[74]. Restoration of p16 expression by gene therapy techniques profoundly inhibits the proliferation and
tumorigenicity of esophageal cancer cells [34], implicating p16 as a key molecular event during esophageal
carcinogenesis.

8.5.4
p14

The p14 gene product is encoded by an alternate reading frame (ARF) at the p16 locus. Recent studies
indicate that ARF prevents interaction of p53 with MDM2, a protein which facilitates p53 degradation. ARF
also mediates p53-dependent apoptosis in response to activated oncogenes such as MYC or RAS. The p14/
ARF gene locus is unique in that it encodes two separate protein products that link the RB and p53 tumor
suppressor pathways. Inactivation of ARF occurs by allelic deletion as well as methylation mechanisms
which simultaneously inactivate p16. Expression of ARF in Barrett’s epithelium and esophageal
adenocarcinoma has not been studied in detail, to date. However, aberrant promoter methylation involving
ARF or p16 was observed in 15% and 40% of esophageal squamous cell carcinomas, respectively [72].
Whereas most of the p 16 methylations were exclusive, nearly all of the methylations involving ARF also
involved p16. Homozygous deletions involving ARF or p16 were seen in 33% and 18% of specimens,
respectively. These results suggest that in esophageal squamous cell cancer, p14/ARF is a primary target for
homozygous deletion, whereas p16 appears to be more frequently silenced by hypermethylation. It is
therefore possible that inactivation of p14/ARF is an alternative molecular pathway in esophageal tumors
with wild-type p53.

8.5.5
Fragile histidine triad (FHIT) gene

Deletions involving 3p have been detected in 60–100% of esophageal adenocarcinomas and Barrett’s
epithelium, and have been proposed as an early molecular event [75]. Although the tumor suppressor gene
associated with 3p LOH has not been identified conclusively, one major target appears to be the fragile
histidine triad (FHIT) gene. FHIT acts by hydrolyzing di-nucleotide triphosphates, modulation of cell cycle
progression and apoptosis. Point mutations and promoter methylation are mechanisms of FHIT inactivation,
resulting in the loss of FHIT protein expression. Aberrant expression of FHIT has been observed in 50–90%
of esophageal tumors, and 85% of specimens derived from Barrett’s esophagus examined, to date [76, 77].
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8.5.6
Adenomatous polyposis coli (APC) gene

LOH of chromosome 5q, in the region of the APC gene, has been observed frequently in gastric cancer.
Mutations in the APC gene appear to have been found primarily in well-differentiated gastric
adenocarcinomas, particularly the signet-ring type, but less frequently in poorly differentiated tumors [78].
The pattern of APC mutations differs from those seen in colorectal cancers, with missense mutations being a
frequent finding in gastric cancer, but rarely found in colorectal cancer. APC mutations are also reported in
up to 20% of gastric adenomas, suggesting APC alterations to be an early event in gastric carcinogenesis
[79, 80].

Although a high frequency of allelic deletion of chromosome 5q is also reported for esophageal cancers,
detailed mapping studies have suggested that APC may not be the target tumor suppressor gene inactivated
in this region [50]. As APC mutations are also seen rarely in esophageal tumors, APC promoter
hypermethylation has recently been suggested as an alternative epigenetic mechanism of APC gene
suppression.

8.6
Growth factors and receptors

Epidermal growth factor (EGF), which stimulates epithelial cell proliferation, has been shown to be
overexpressed in esophageal tumors. The epidermal growth factor receptor (EGFR) is a 170kDa tyrosine
kinase glycoprotein which is overexpressed in approximately 80% and 30% of esophageal squamous cell
cancers and adenocarcinomas, respectively [81]. Furthermore, EGFR overexpression appears to correlate
with the degree of dysplasia. Similarly, transforming growth factor alpha, structurally and functionally
related to EGF, which binds to the EGFR to stimulate growth via autocrine mechanisms, is also
overexpressed in dysplastic esophageal epithelium [82]. Several recent studies have suggested that growth
factor/receptor overexpression may have prognostic significance following surgical resection of esophageal
cancer, associated with both regional nodal and distant metastasis [83].

The ERBB2 gene (HER2/NEU) encodes a 185 kDa tyrosine kinase receptor molecule which is
structurally related to EGFR. Using immunohistochemistry, ERBB2 protein was reported to be
overexpressed in up to 70% of Barrett’s epithelia and esophageal adenocarcinomas [84]. In one recent study,
overexpression of ERBB2 was seen in 24% of esophageal adenocarcinomas, and was associated with an
advanced tumor stage [85]. However, the prognostic significance of ERBB2 for patients with Barrett’s
esophagus or esophageal adenocarcinoma is unknown.

Gastric cancer is associated with abnormalities in a broad spectrum of growth factors, including EGF,
transforming growth factor-alpha, cripto, platelet-derived growth factor and Ksam [86]. The KSAM gene, a
member of the fibroblast growth factor receptor family, has been found to be amplified in poorly
differentiated tumors [87]. By contrast, ERBB2 amplification, which is reported in up to 25% of gastric
tumors, has been associated with well-differentiated tumors [88]. Correlations between ERBB2
amplification or overexpression and prognosis remain conflicting.
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8.7
Oncogenes

8.7.1
Cyclin D1

Cyclin D1, a protein derived from the CCND1 gene located on chromosome 11q13, was recently reported to
be overexpressed in Barrett’s epithelium [89]. The cyclin D1/CDK-4 (or CDK-6) complex regulates the
early to mid-G1 phase of the cell cycle. Cyclin D1 expression may be induced by mutational activation of
the RAS oncogene, whereas the p16 tumor suppressor gene inhibits the association of CDK-4 (and -6) with
cyclin D1. This regulatory process is further modulated by interactions with other upstream and downstream
genes. The p53 tumor suppressor gene may induce cell cycle arrest by transcriptional activation of p21
(WAF-1), which sequesters various cyclin-dependent kinases, including CDK-4 and CDK-6, at several
points in the cell cycle. Progression through the G1/S checkpoint may result from the loss of RB, p16, or
p53, or by overexpression of RAS or cyclin D1. A reciprocal relationship between Rb, cyclin D1 and p16
expression has been reported in esophageal cancer. In general, tumors which retain RB expression typically
exhibit overexpression of cyclin D1, p16 inactivation, or both. In a large case-control study of patients with
Barrett’s esophagus, cyclin D1 immunopositivity was associated with a statistically significant increased
risk of progression to adenocarcinoma, suggesting this molecular marker may be clinically useful for early
diagnosis in future endoscopic surveillance studies [90]. Additionally, overexpression of cyclin D1 has also
been observed in 40–60% of esophageal adenocarcinomas [70] and squamous cell carcinomas [91], and is
associated with poor prognosis following esophageal resection.

8.7.2
RAS

In contrast to other gastrointestinal tumors, this oncogene is rarely mutated in human esophageal
adenocarcinoma, although it is reported in carcinogen-induced animal models of esophageal cancer.
However, overexpression of RAS and RAS-regulated genes (osteopontin, cathepsin L) has been reported in
58% of human primary esophageal adenocarcinomas [92].

Early immunohistochemical studies reported overexpression of RAS p21 protein in over 60% of gastric
adenocarcinomas, particularly for the intestinal type [93]. Variations in the frequency of RAS mutations in
gastric cancer have been described, with high frequencies in Asia and lower frequencies in Europe and
North America, but the significance of these early observations is not known.

8.8
DNA repair-associated genes

Decreased efficiency of DNA repair is viewed as a crucial event in carcinogenesis, as such defects
accelerate the rate of genetic change. Numerous links have been identified between oncogenesis and
acquired or inherited faulty genome guardians that cause genomic instability, highlighting a key role of
DNA protection. The role of DNS repair-associated genes in esophagogastric malignancy is currently under
investigation.

The xeroderma pigmentosum group C (XPC) gene is integral to nucleotide excision repair (NER), and an
intronic poly(AT) insertion/deletion polymorphism has been associated with increased risk for squamous
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cell carcinoma of head and neck. Similar associations have been reported for polymorphisms (C22541A and
A35931C) of the xeroderma pigmentosum group D (XPD) gene, which is essential for transcription during
NER. The X-ray repair cross-complementing 1 (XRCC1) gene encodes a protein which complexes with
DNA ligase to repair DNA gaps resulting from base excision repair (BER). Three polymorphisms of
XRCC1 (codons 194, 280 and 399) have been associated with increased risk of gastric carcinoma [94].

The role of DNA mismatch repair (MMR) genes has been studied extensively in colorectal
adenocarcinoma. Hereditary nonpolyposis colorectal cancer is due to a germ-line mutation in one of four
MMR genes leading to genomic instability. HMSH2 and hMLH1 are reported to be altered (mutations,
promoter hypermethylation) most frequently. To date, genomic/ microsatellite instability caused by
defective function of MMR genes has not been studied in esophageal adenocarcinoma progression, but is of
particular interest following the report of HMSH2 expression in the replicating component of esophageal
and intestinal epithelium [95]. Hypermethylation in the promoter region of hMLH1 has been reported at
high frequency in gastric adenocarcinomas [96].

8.8.1
Microsatellite instability

Microsatellite instability results from defects in MMR during DNA replication, leading to accumulation of
single nucleotide mutations and alterations in the length of microsatellites in affected regions.
Microsatellites are tracts of simple sequence oligonucleotide repeats (usually di- and tri-nucleotide repeats)
found throughout the genome. Microsatellite instability at from one to five chromosomal loci was initially
reported in 7% of Barrett’s epithelia, and 22% of esophageal adenocarcinomas. This frequency was in
contrast to only 2% of esophageal squamous cell carcinomas. In a subgroup of esophageal adenocarcinomas
with diploid nuclei, microsatellite instability was found in 50%, suggesting this may be an early event in the
metaplasia-dysplasia-adenocarcinoma sequence [97]. However, the number of unstable chromosomal loci
necessary to consider a tumor to have microsatellite instability remains controversial. Using more stringent
criteria (two or more of five loci), subsequent studies reported microsatellite instability to be infrequent
(less than 10%) in esophageal adenocarcinomas [98]. These findings have recently been confirmed in a
detailed analysis of 27 esophageal adenocarcinomas using a panel of 15 markers, where low levels of
microsatellite instability were found in 67% of tumors, suggesting an inherent baseline genomic instability
[99].

The frequency of microsatellite instability in gastric cancer is reported to range from 10% to 40%,
particularly for intestinal-type tumors [100]. Loss of hMLH1 and hMSH2 protein is reported in all tumors with
high levels of microsatellite instability, suggesting biallelic inactivation [101].

8.9
Hereditary factors

The possibility of inherited factors underlying esophageal tumorigenesis arose from observations of an
association between esophageal squamous cell carcinoma and the rare autosomal dominant disease, tylosis.
The tylosis esophageal cancer gene was recently mapped to a small region on chromosome 17q25, and
recent loss of heterozygosity studies have further implicated this gene in sporadic esophageal cancers [102].
Although families with Barrett’s esophagus have been reported, these are quite uncommon and a genetic
locus for a familial syndrome of Barrett’s esophagus has not been confirmed, to date.
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Several inherited cancer syndromes (i.e. Li-Fraumeni, Peutz-Jeghers, hereditary nonpolyposis colon
cancer, familial adenomatous polyposis) are associated with gastric cancer [103]. Excluding these rare
associations, it is estimated that up to 10% of gastric cancers (usually diffuse-type) have an inherited
familial component, and germ-line mutations of CDH1, which encodes E-cadherin, have recently been
implicated [104].

8.10
Cancers of the small intestine

Despite the large surface area of the small intestine, small bowel tumors (usually adenocarcinomas) are
extremely rare. Chronic inflammation (i.e. Crohn’s disease) appears to be the most significant risk factor
identified, to date. Mutations of KRAS and p53 have been reported in small bowel adenocarcinomas (43%
and 57%, respectively) [105]. Patients with hereditary nonpolyposis colorectal cancer (with germ-line
hMSH2 or hMLH1 mutations) are also at increased lifetime risk for small bowel malignancy [106].
Similarly, patients with Peutz-Jeghers syndrome, a rare autosomal dominant syndrome characterized by
epithelial hyperpigmentation and intestinal polyposis, appear predisposed to intestinal adenocarcinomas,
possibly as a consequence of associated germ-line LKB1 gene mutations [107].

8.11
Pancreatic cancer

Infiltrating adenocarcinoma of the exocrine pancreatic duct is the most frequent histologic subtype of
pancreatic cancer. Adenocarcinoma of the pancreas is a highly lethal malignancy with dismal survival.
Pancreatic cancer is the fourth leading cause of cancer death in males and females, with mortality and
incidence rates below 10/100000, which have remained stable from 1980 onwards. Associations between
cigarette smoking, diet and pancreatitis have been reported for pancreatic cancer.

Pancreatic duct hyperplasia is now recognized as a distinct precursor lesion, although this organ is
relatively inaccessible to diagnostic imaging and biopsy. These early premalignant lesions have been shown
to have activating point mutations of the KRAS oncogene in up to 40% of cases, with increasing frequency
of KRAS mutations (above 90%) with increasing cellular and histologic atypia [108, 109]. Overexpression of
ERBB2 is also believed to be an early molecular alteration, and is reported in 70% of tumors [110].
Inactivation of p16 (LOH, homozygous deletion/mutation, promoter hypermethylation) inactivation, is
reported in up to 50% of higher-grade pancreatic duct lesions [108], and is thought to precede loss of p53,
DPC4 and BRCA2 tumor suppressor gene function [111].

Up to 10% of individuals have a family history of pancreatic cancer, and although an autosomal recessive
pattern of inheritance has been identified for some families, the precise genetic basis for inherited pancreatic
malignancy is not defined. Pancreatic cancer may feature as one of the tumors seen in Lynch type 2, ataxia
telangiectasia, or Li-Fraumeni syndromes. About 4% of familial pancreatic cancers have been reported to
have microsatellite instability with germ-line mutations in DNA mismatch repair genes (hMLH1 and
hMSH2), wild-type KRAS and a distinct medullary histology [112].
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8.12
Hepatobiliary cancer

Primary tumors of the liver are among the most frequent malignancies worldwide. In adults, hepatocellular
carcinoma (liver cell carcinoma) and intrahepatic cholangiocarcinoma (bile duct carcinoma) account for the
majority of liver tumors, with extrahepatic bile duct and gallbladder carcinomas seen infrequently.
Hepatoblastoma is seen most often in children, and is associated with a number of congenital genetic
disorders.

8.12.1
Hepatocellular carcinoma

Hepatocellular carcinomas exhibit a marked geographic variation in incidence, and epidemiologic
associations with risk factors are well established in high-incidence regions: chronic hepatitis B and C
infection and aflatoxin B1 exposure in developing countries (Asia, Africa); tobacco exposure and alcohol-
induced liver injury in developed countries.

Integration of the hepatitis virus, resulting in altered gene expression, is the major cause of hepatocellular
carcinoma in countries where this viral agent is endemic. The pattern of integration appears to be random,
although insertion of the virus into intron 2 of the cyclin A gene leads to altered cyclin expression and cell
cycle deregulation [113]. Viral infection may also account for overexpression of transforming growth factor
beta, which is seen in 82% of tumors, and may play a role in carcinogenesis through both autocrine and
paracrine pathways [114]. Binding of the hepatitis virus to the C-terminus domain of p53 inhibits sequence-
specific DNA binding and transcriptional activation, resulting in suppression of p53-induced apoptosis
[115]. The virus may also modulate p53 function by inhibiting base nucleotide excision repair [116]. p53
may also be altered by aflatoxin B1 exposure, where a signature mutation at codon 249 (G to T
transversion) results in a change of amino acid arginine to serine in p53 protein [117]. Epidemiologic
studies have shown that this p53 mutation is specific to regions where contaminated food is eaten, and a
dose-dependent relationship between dietary aflatoxin B1 exposure, p53 mutations at codon 249 and
hepatocellular carcinoma has been demonstrated.

While mutational activation of oncogenes appears to be uncommon in hepatocellular carcinogenesis,
frequent allelic losses are reported at 1p, 4q, 5q, 11p, 13q, 16p and 16q, implicating associated tumor
suppressor genes [118]. LOH at chromosome 16 is seen in over 50% of tumors, and is associated with
poorly differentiated tumors and advancedstage disease [119]. DNA hypermethylation is also found at
various loci on chromosome 16, even in chronic hepatitis and cirrhosis, suggesting this may be an early
molecular mechanism in disease progression [120].

8.12.2
Intrahepatic cholangiocarcinoma

Intrahepatic cholangiocarcinomas, which arise from large bile ducts within the liver parenchyma, are the
second most frequent primary liver cancer. High-incidence regions include Laos and northern Thailand,
where chronic parasitic infection is reported as the most significant risk factor. In tumors from low-
incidence regions, KRAS mutations (particularly at codon 12) are reported for the majority of sporadic
tumors, and are associated with the periductal infiltrating form of the disease [121]. Missense p53
mutations, predominantly G to A transitions, are reported frequently in cholangiocarcinoma types which are
slow growing and noninvasive [122].
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8.12.3
Extrahepatic bile duct and gallbladder cancer

Although closely related anatomically, these rare tumors have quite different risk factors and associations.
Unlike bile duct carcinoma, cancers of the gallbladder have a characteristic geographic and ethnic variation
in incidence, and are seen most frequently in native and Hispanic Americans. Gallstones have been
considered a risk factor for gallbladder cancer (despite the high prevalence of gallstones in the general
population), and sclerosing cholangitis, choledochal cysts, and chronic infection with liver flukes have been
implicated in the pathogenesis of extrahepatic bile duct carcinoma. Differences in the frequency of
molecular alterations are reported for each tumor subtype. Whereas p53 mutations are found in the majority
of gallbladder cancers, RAS oncogene mutations appear to be uncommon [123, 124]. By contrast, bile duct
cancers are reported to have an increased frequency of KRAS mutations, and a reduced frequency of p53
mutations [125].

8.12.4
Hepatoblastoma

Most frequently seen in children, this embryonal tumor is associated with many clinical syndromes and
congenital anomalies. Cytogenetic anomalies include deletions of chromosome 11p (of maternal origin),
implicating the WT1 gene at 11 p13 and possibly WT2 at 11 p15, involved with the Beckwith-Wiedemann
syndrome [126]. Inconsistent losses of the long and short arms of chromosome 1 have also been reported, in
addition to germ-line mutations of the APC gene. p53 alterations appear to be infrequent [127]. 
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9
Breast cancer

9.1
Introduction

Breast cancer is one of the most common cancers in women in the developed countries of the world and it is
the cause of death in approximately 20% of all females who die from cancer in these countries. Up until fairly
recently the mortality figures had not altered significantly over the years. The age-adjusted death rates for
women in the major industrialized countries are shown in Table 9.1.

There are marked differences in the incidence of breast cancer in different places, the predominant
impression being that the disease is more common among Caucasians living in the colder climates and more
highly industrialized countries of the Western hemisphere [2]. The Western diet is associated both with
earlier age at menarche and with postmenopausal obesity, which increases estrogen production and hence
breast cancer risk. The higher breast cancer incidence in most Western countries than in many developing
countries is partly (and perhaps largely) accounted for by these dietary effects combined with later first
childbirth, lower parity and shortest breastfeeding [3 and references therein].

In the 1997 edition of this book [4] a survey was cited which showed that, with the possible exception of
China, breast cancer incidence rates had been increasing over the previous 20 years in all age groups in all
countries of the world for which rates were obtainable [5]. Despite this, it is encouraging to be able to report
that recent global breast cancer statistics indicate that mortality is currently declining in the USA and other
countries where historically the disease has been a leading cause of death [6]. This has been due, in part, to
the use of endocrine therapy that reduces the levels of circulating estrogens or competes with estrogen for
binding to its receptor [7].

Breast tumors are classified as noninvasive or invasive, the majority (76%) belonging to the group of
invasive ductal breast cancers. Patients can be staged using the clinical characteristics of tumor diameter
(T), lymph node involvement (N) and the presence of distant metastases (M), hence the nomenclature TNM
staging. Several staging systems have been used for patients with breast cancer and the International Union
Against Cancer (UICC) and   the American Joint Committee on Cancer (AJCC) have now agreed on a
single staging system [8, 9]. Prognostic factors include lymph node status, degree of differentiation of the
tumor and the presence of estrogen and/or progesterone receptors. The DNA content (ploidy) of tumors has
been suggested as a prognostic indicator but its use is limited at present. However, DNA analysis of in situ
ductal carcinomas of the breast by flow cytometry has indicated that major genetic alterations and DNA
heterogeneity are early events in carcinogenesis and that they are already established at the preinvasive
stage [10]. Recent consensus conferences on the treatment of breast cancer in Europe and the USA have
developed guidelines on the eligibility of patients to receive adjuvant chemotherapy based on histological



and clinical characteristics [11, 12]. When these guidelines are applied, up to 90% of lymph node-negative
young breast cancer patients are candidates for adjuvant systemic treatment.

A number of risk factors have been associated with development of the disease, including the dose and
duration of estrogen exposure, early menarche, late menopause, age at first childbirth, nulliparity, fat in the
diet, postmenopausal hormone replacement therapy, alcohol consumption, cigarette smoking and ionizing
radiation 17.0 and references therein]. Several models have been developed to estimate breast cancer risk,
e.g. the Gail model and the Claus model. The Gail model was developed to address the challenge of
combining epidemiological risk factors and the Claus model estimates the effect of family breast cancer
history alone on age-specific breast cancer risks [13].

9.2
Genetic changes in breast cancer

Although relatively little is known about the molecular mechanisms leading to breast cancer development,
breast cancers have probably been studied more than any other tumor type with regard to oncogene
expression. MYC, ERBB2 or one of the RAS family have been found to be expressed in over 60% of cases.

Mutations in highly penetrant susceptibility genes are estimated to underlie only 5–10% of breast cancers
yet these are important as individuals carrying such mutations are at very high risk of developing breast
cancers, of having more than one primary cancer, and of passing these altered genes to their offspring [13].
Following the genomic localization and subsequent identification of the breast cancer susceptibility genes
BRCA1 and BRCA2 (considered to be tumor suppressor genes), the basic pattern of cancer risk associated
with these genes has been defined [14].

9.2.1
MYC

Very few examples of rearrangements of the MYCN or MYCL genes have been found in breast cancer. On
the other hand, there is considerable evidence for MYC amplification although the reported incidence varies
from 4% to 52% [15, 16]. Three large studies of MYC amplification in breast cancer have produced
different conclusions as to the value of this marker in prognosis [17].

Some reports indicate that MYC amplification is predictive for shortened relapse-free and/or overall
survival. Depending on the study, MYC amplification has also been correlated with highly proliferative

Table 9.1 Age-adjusted death rates for breast cancer in the major industrialized countries of the world (2000)

Abstracted from [1]
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tumors, high tumor grade, nodal status, steroid receptor status, tumor size, age, cathepsin D expression,
aneuploidy and a particularly aggressive form of breast cancer, inflammatory carcinoma [16 and references
therein]. Some studies have found that co-amplification MYC and ERBB2 is relatively rare, while one study
found a positive correlation for amplification of the two loci and still others have found no correlation. The
variation in results with these studies, as with such studies in general, is not surprising considering the broad
range of sample size, composition, follow up, as well as inconsistencies in experimental and statistical
methodology [16]. 

In one study, including 80 primary breast carcinomas as well as benign tissues and nodal metastases,
amplification was the major alteration in the MYC gene occurring in 18% of tumors, and one example of a
rearrangement was also seen. Amplification was primarily associated with infiltrating ductal carcinomas
and poorly differentiated tumors. No stage-I tumors showed any abnormalities in MYC. A significant
correlation was seen between amplification of MYC and poor short-term prognosis, implicating this gene in
the progression of breast cancer. In a second study of tumors from 121 patients, over 30% had abnormalities
in MYC. There was a significant correlation between tumors of postmenopausal patients and amplification of
MYC, but no correlation with tumor grade, receptor status or presence of metastatic disease was found. No
survival rates were presented in this study. A prospective study of 125 patients found amplification of MYC
in 18% of cases but no clinical correlations were detected, except a highly significant association between
MYC amplification and inflammatory carcinomas, suggesting that MYC might contribute to the rapid
progression of this subtype of breast cancer. Increased levels of MYC mRNA have also been found in breast
cancer and have not always correlated with gene amplification. In one study almost 50% of tumors had
elevated mRNA levels and this correlated with the presence of lymph node metastases. Amplification was
seen in only 11% of tumors [17].

Immunocytochemistry using monoclonal antibodies Mycl-6E10 and Mycl-9E10 has been used to study
p62 levels in breast cancers but has not clarified the role of MYC in this disease. Seventy per cent of cases in
one study, using antibody Myc1–9E10, showed expression of p62 in both the nucleus and occasionally in the
cytoplasm, but there was no correlation with histopathological grade, presence of metastases in the lymph
nodes, or receptor status [17]. This antibody may not be of value for detecting abnormalities in the MYC
gene because discrepancies have been demonstrated between the levels of MYC protein, as determined
immunohistochemically, and the levels of mRNA measured by in-situ hybridization. Neither of these
techniques could be used to indicate the presence of amplification [18]. Another study of 85 breast tumors
showed that MYC overexpression is less common than found in previous studies, possibly because a
different scoring system was used [16]. These results suggest that there may be problems in using
measurement of oncoprotein levels with monoclonal antibodies in routinely processed tissues as a measure
of abnormalities in the oncogene itself.

A sensitive enzyme immunoassay has also been used as a means of measuring MYC oncoprotein
expression in tissue extracts. All tumors had elevated levels of p62 compared with normal tissue, but no
correlation with age, nodal status, receptor status, histopathological grade or survival was observed. There
was, however, an association between tumor size (T) and high levels of MYC oncoprotein expression [17].

The data on the prognostic value of MYC amplification are therefore conflicting with some studies
suggesting it is an independent powerful prognostic factor, particularly in node-negative and steroid
receptor-positive cancers [19], and others suggesting that it is not a suitable prognostic marker for routine
purposes [20]. Thus, amplification, rearrangement and overexpression of MYC oncoprotein are present in a
significant number of breast cancers, but the predictive value and pathophysiological consequences of
amplification are not clear at present. A study of benign breast disease, which has been associated with
breast cancer risk, found none of the genetic alterations commonly identified in breast cancer, including
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MYC amplification [16]. Taken together these results do not show any clearly defined diagnostic or prognostic
role for MYC in breast cancer at the present time, and any role it does have is likely to be complex.
However, a recent metaanalysis of 29 published studies showed significant associations between MYC and
tumor grade, lymph node metastasis, negative progesterone receptor status and postmenopausal status.
Amplification was significantly associated with risk of relapse and death. It was stated that MYC
amplification is relatively common in breast cancer and that it may provide independent prognostic
information. Despite these findings the authors concluded that more rigorous studies with consistent
methodology are required to validate these associations and to investigate its potential as a predictor of
specific therapy response [21].

As indicated above, there is substantial evidence that MYC is frequently amplified and overexpressed in
breast cancer, and that such overexpression can contribute to breast neoplasia. However, the evidence from
in vitro and in vivo studies indicates that MYC alone is not sufficient for tumorigenesis. Recent reports
suggest that MYC overexpression will not be advantageous for a breast tumor cell line unless it is
counterbalanced by additional signals which promote cell survival, such as growth factor stimulation, or other
genetic changes such as loss of Bax expression or elevated BCL2 expression. Clinical studies which
examine MYC expression in conjunction with a survey of apoptosis regulators and growth factors, or
markers of signal transduction pathway activation, may therefore provide new prognostic information for
breast cancer and may identify new targets for therapy [16]. There is also evidence that the related family
member NMYC is widely overexpressed in breast cancer in the absence of amplification [16].

9.2.2
ERBB2 and RAS

More useful information has been obtained from measurements of ERBB2 (HER-2/neu) and the RAS gene
family.

The protein encoded by ERBB2 is a transmembrane tyrosine kinase receptor with extensive homology to
the epidermal growth factor receptor (EGFR) and is considered to be one of its family members. It has been
estimated that 20–30% of breast cancers overexpress the ERBB2 gene product at a sufficiently high level
that the gene acts as an oncogene [22]. ERBB2 amplification in breast cancer has been demonstrated by
many investigators, in frequencies ranging from 10% to 30%. In a preliminary study, amplification of
ERBB2 correlated with poor prognosis in lymph node-positive patients. Several subsequent studies
confirmed this finding, but others have been unable to show any correlation. The workers who produced the
initial results corroborated their findings in a large study of 526 patients [23] and two other groups found
similar results in lymph node-negative breast cancer. In one study co-amplification of ERBB2 and ERBA1 was
found in 23% of breast tumors and was shown to be a strong indicator of metastatic potential.

Antibodies to the ERBB2 protein have also been used to study overexpression of ERBB2 in breast cancer
and there are several reports which correlate the levels of ERBB2 protein with gene amplification. As with
direct analysis of gene amplification, immunostaining for ERBB2 protein as a prognostic marker has shown
both positive and negative correlations. Strong staining was found in nine, 14 and 17% of cases of breast
cancer in three different studies. Several groups found no relationship between staining and stage, node
status, receptor status or size of tumor, but others have shown a significant association between reactivity
and mortality or recurrence [24]. One study has demonstrated a correlation between ERBB2 overexpression
and the presence of hematogenous metastases.

These conflicting results are likely to be due to variations in the numbers of patients examined,
differences in antibodies used, length of follow-up and methods of scoring immunoreactivity. The
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immunohistochemical technique has potential as a routine method for the analysis of expression of ERBB2
in tumors, once all the parameters have been carefully evaluated and standardized. Data obtained from such
studies should confirm or refute a role for ERBB2 as a prognostic indicator in this disease. In a review of 47
published studies comprising more than 15000 patients it was concluded that the preponderance of evidence
indicates that ERBB2 gene amplification and protein overexpression are associated with an adverse outcome
in breast cancer [25]. The reported clinical therapeutic efficacy of anti-ERBB2 monoclonal antibodies in
breast cancer (see Chapter 13) highlights the importance of understanding the biology of ERBB2 [26].

The range of downstream signaling pathways activated by ERBB2 is wide, but ultimately these function
not only to increase the levels of cyclin-D-CDK4 complexes leading to a loss of the G1-S checkpoint but
also to disrupt the delicate balance between cell survival and death signals. An understanding of these
molecular abnormalities is leading to the design of novel therapies and in this context it has been recently
demonstrated that antisense ERBB2 produces a significant enhancement of doxorubicin-induced apoptosis
in breast cancer cell lines and xenografts [27and references therein].

RAS has been the subject of intense research activity over the last two decades and although considerable
insight has been obtained into what it does it has been pointed out recently that many more questions than
answers have been generated [28]. Consequently, its exact role in breast cancer has still to be determined.
That it is of potential importance has been suggested in a recent study in which primary human mammary
epithelial cells were transformed into invasive, malignant cells after the introduction of genes encoding the
SV40 large T antigen, the telomerase catalytic subunit and HRAS. The requirement for all three genetic
changes was demonstrated in this study, as well as that the latency and frequency of tumor formation were
influenced by the stromal microenvironment [29].

The majority of studies have detected elevated levels of HRAS mRNA in primary breast carcinomas.
Elevated expression was associated with advanced histological types. In contrast, a further study detected
elevated expression of NRAS and KRAS, but only one tumor showed any increase in HRAS [17].

Increased expression of RAS p21 has been detected in 63–83% of malignant breast tumors compared with
low levels in benign tissues. A single study was unable to detect differences in RAS p21 expression between
malignant and benign breast tumors. In general there are no significant clinical correlations, although one
study demonstrated higher RAS p21 expression in carcinomas from postmenopausal women. A direct-
binding quantitative competition radioimmunoassay was developed for RAS p21 using monoclonal antibody
Y13 259 to determine absolute levels of the protein. Again, approximately two-thirds of carcinomas
demonstrated high levels of the protein compared with lactating breast and benign tissues. Recent studies using
this technique demonstrated higher levels of p21 in postmenopausal patients. Levels of RAS p21 have also
been determined in breast tissue using Western blotting techniques and the results have confirmed the
immunohistochemical findings of high levels of the protein in malignant tissues. An association was also
found between high levels of RAS p21 and extent of tumor and a significant correlation was seen between
high levels and short disease-free interval.

Studies of the RAS family in breast cancer have therefore found little evidence of point mutations or
structural alterations in the genes, but high levels of RAS appear to be associated with progression of breast
cancer and poor prognosis [17].

As in lung cancer, polymorphisms associated with HRAS have been investigated in breast cancer. In one
study, four common alleles and 16 rare alleles were found in the normal and cancer-bearing populations. The
frequency of two particular common alleles was diminished in the breast cancer patients with concomitant
increases in two rare alleles. One of these rare alleles was significantly associated with breast cancer and is
potentially of use in risk analysis. In a second study, HRAS allele loss has been found in breast tumors and
correlates significantly with grade-III tumors, lack of estrogen/progesterone receptors and the presence of
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distant metastases. A third study has confirmed that allele loss correlates with low levels of estrogen
receptors [17]. The association of HRAS polymorphisms and breast cancer has been submitted to meta-
analysis and this has shown that women with a single copy of the rare allele have a 1.7-fold increased risk
of breast cancer compared to the general population, while those who are homozygous for the rare allele
have a 4.6-fold increased risk [30]. 

9.2.3
p53

Numerous studies have shown the importance of the p53 tumor suppressor gene in cancer, including breast
cancer [31, 32 and references therein]. In addition to mutations, a second mechanism is believed to
inactivate wild-type p53. In some types of breast cancer, the wild-type p53 can lose its tumor-suppressive
function by being sequestered in the cytoplasm and prevented from entering the nucleus, its normal site of
action [33]. This has been suggested as a possible explanation for the development of breast cancer in cases
that do not show any p53 mutations.

Most breast cancer cases are believed to be sporadic, the results of a spontaneously arising mutation.
However, a small proportion of cancers result from an inherited predisposition. Evidence for inherited
disease includes early age of onset and extensive bilateral breast tumors clustered within families. For
example, the Li-Fraumeni syndrome is a familial predisposition to the early childhood development of soft
tissue sarcomas as well as early-onset breast cancer in parents and relatives [31].

Breast tumors from Li-Fraumeni cancer patients are associated with inherited mutations within exon 7 of
the p53 gene. These mutations are primarily CG-TA transitions at CG dinucleotides [31, 34]. Sporadic
breast tumors are associated with mutations clustered within exons 5, 6, 7 and 8. However, most other
inherited breast cancer cases are rarely caused by germ-line point mutations in p53. Several studies have
shown the possible involvement of a number of other tumor suppressor genes and several oncogenes in the
development of the disease [34and references therein].

Although mutations within p53 are significantly associated with breast cancer development, several other
factors can play a role in the disease process. These include estrogen receptor status, accumulation of p53
protein and the p53-binding murine double minute-2 (MDM2) gene product which has been identified as a
negative regulator of p53. MDM2 overexpression may be another mechanism by which cancer cells
overcome p53-regulated growth control without selecting for p53 mutations per se [35].

The recent discovery of two paralogs of p53 (p63 and p73) has greatly complicated interpretation of the
p53 literature [36 and references therein]. Functional p53 protein is directly or indirectly compromised in
most sporadic cancers. In contrast, p63 and p73 are only rarely mutated in human tumors. p73 is located at
1p36, a region that is frequently deleted in a variety of tumors including breast cancer [36].

Familial breast cancer

Many studies have shown that, with the exception of the Li-Fraumeni syndrome, p53 gene mutations are
not common in breast cancer patients with a family history of malignancy. In a study of five families with a
history of breast cancer none showed any mutations of the p53 gene [37]. The eight cases that demonstrated
a p53 mutation did not have any family history of the disease. The authors suggested, therefore, that a
mutation in another tumor suppressor gene on chromosome 17p is involved in heritable breast cancer.

In a related study, 126 patients with early-onset breast cancer were screened and only one of the affected
patients was identified with an inherited germ-line p53 mutation [38]. A study of 25 families with a strong
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family history of breast cancer demonstrated a complete absence of any germ-line p53 mutations [31]. An
independent study obtained similar findings and these authors concluded that germ-line tumor suppressor
p53 mutations occur in extremely few breast cancer patients that do not have family histories suggestive of
the Li-Fraumeni syndrome [39].

Five to ten per cent of breast cancers have been suggested to be caused by highly penetrant autosomal
dominantly inherited susceptibility genes and around one in 200 women in the general population will
develop breast cancer as a result of inheriting one of these genes. There are three main syndromes which
show an increased risk of breast cancer: (1) Li-Fraumeni syndrome, associated with mutations in p53 as
discussed above; (2) sitespecific breast cancer; and (3) breast-ovarian cancer syndrome. Genes for these last
two syndromes have now been identified which means that accurate presymptomatic testing of women in at-
risk families can be carried out (see Chapter 5).

Sporadic breast cancer

Sporadic breast cancer cases tend to show a greater incidence of p53 mutations. In one study 13% of
sporadic breast tumors were shown to exhibit p53 mutations [40]. However, this analysis only included
exons 5 and 6, thus the authors speculated that further studies, especially with exons 7 and 8, would reveal a
greater mutation frequency.

A mutation frequency of 46% amongst sporadic breast tumors has been obtained in other studies [34, 41].
GC-TA transversions and CG-TA transitions are common in tumors caused by mutagenic factors,
suggesting that some exogenous carcinogens also play a role in breast cancer development [34].

Thus from a comparison of both sporadic and hereditary breast cancer studies, it can be concluded that
p53 mutation is a rare etiological factor in hereditary breast cancer but the mutation rate is significantly
higher in sporadic tumors.

Prognostic significance of p53

When assessing the relevance of alterations in p53 to breast cancer, and particularly to prognosis, it is
important to recognize the limitations common to many of the studies [35]. The two techniques most often
used to study p53 are immunohistochemical staining, to detect protein accumulation, and nucleic acid
sequencing. With regard to immunohistochemical studies there are variations at every step, from patient
selection, through specimen processing, actual immunohistochemical technique used, interpretation of the
data and statistical analyses [42]. As a consequence of this variation, standardization of the
immunohistochemical methods being used, so that a more meaningful analysis of results can be obtained,
has been proposed by several groups [35, 42, 43].

With the nucleic acid approach, many investigations have only concentrated on the four highly conserved
domains encompassed by exons 5–8, however, p53 mutations have been detected outside this region and,
thus, the number of p53 mutations may be underestimated [35]. Another area of concern is the
independence of p53 as a prognostic variable from other better-characterized predictors as well as the
striking correlation between the number of cases examined in a particular study and the likelihood of p53
being found to be a prognostic factor [42]. It should be noted that these limitations also apply to studies of
p53 in other cancers as well as to the study of other oncogenes.

With these limitations in mind, several researchers have demonstrated that the detection of mutant p53 in
patients with breast cancer has significant prognostic value [44–47]. Patients with node-negative breast
cancer that have overexpressed mutant p53 proteins and/or mutations within the p53 gene have a much
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lower chance of long-term survival and a greater incidence of recurrence following surgery. Thus p53
accumulates within the cell nucleus and can be detected by immunohistochemistry [46, 47]. Similarly, point
mutations within the p53 gene which can be detected by SSCP analysis are also indicators of poorer
prognosis. This is not surprising considering that such a mutation can result in an altered protein
conformation resulting in prolongation of its half-life [48, 49].

A study in which the entire coding region of p53 was sequenced in 316 consecutive cases of breast
cancer showed that mutations in the evolutionary conserved regions II and IV of the p53 protein (codons
117–142 and 270–286 respectively) were associated with a significantly worse prognosis [50]. In another
study of 392 breast carcinomas analyzed immunohistochemically, abnormal expression of p53 protein was
found to be an independent prognostic indicator, although it was only a weak one [51]. A recent
immunohistochemical analysis of p53 expression in 192 cases of infiltrating ductal carcinomas of the breast
showed prognostic significance between p53 expression and shorter survival time, and disease-free interval,
for all patients in general as well as those who presented with lymph node metastases at the time of
diagnosis [52].

Responsiveness to therapy and p53

Using the nuclear accumulation of p53 as a surrogate marker of alteration in p53 function, no statistically
significant evidence was found that p53 status, as assessed by immunohistochemistry, can predict the
response to combination chemotherapy in lymph nodenegative breast cancer patients. There was, however,
a trend for patients who were p53-negative by immunohistochemistry to receive greater benefit from
chemotherapy, but the sample size was too small for this observation to be statistically meaningful [53]. In
another study, therapy, especially adjuvant tamoxifen, was found to be of less value to patients with p53
mutations and lymph node-positive tumors [50].

A comparison of four anti-p53 antibodies in an immunohistochemical analysis of 245 breast cancers
showed a significant relationship between immunodetection of p53 with each of the four antibodies and poor
responsiveness to endocrine therapy [54]. However, as pointed out by these authors, the evaluation of
immunohistochemical detection of p53 protein should be carried out with great care as the observed tumor
phenotypes do not always reflect the underlying biochemical and biological cellular changes and hence it is
no longer sufficient to designate cases as ‘p53 positive’.

The use of adjuvant chemotherapy and toxic drugs for women with node-negative breast tumors has been
hotly debated by clinicians. Since node-negative tumors have a much lower malignant potential (than
axillary lymph node-positive tumors), postsurgical therapy along with its associated risks is not always
necessary. However, 20–30% of these cancer patients will relapse [44]. It is possible that p53 status may
provide a mechanism for screening patients at greater risk of relapse or recurrence of disease. Thus more
aggressive postsurgical therapy would be warranted for those women showing overexpression of mutant
p53 protein and/or p53 gene mutations and this continues to provide a major impetus for clarification of the
role of p53 in breast cancer (see also Section 9.5).

9.2.4
BRCA1 and BRCA2

The breast cancer susceptibility genes BRCA1 and BRCA2 encode multifunctional proteins, the mutant
phenotype of which predisposes to both breast and ovarian cancer [14, 55and references therein]. The
combined contribution to overall breast cancer incidence of strongly predisposing mutations in BRCA1 and
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BRCA2 which confer individual risks of about 60% by age 70, is less than 5%. By contrast, a predisposing
allele with a relative risk of 2 and a frequency of 20% could account for up to 20% of breast cancer
incidence [56]. The risk to close relatives of a case, averaged across all ages, is about twofold. Most of this
familial risk is probably genetic in origin [3]. The risk is about the same for the mother, sisters or daughters
of a case, suggesting dominant rather than recessive effects. Large population-based studies indicate that
only 15–20% of overall familial risk is attributable to mutations in BRCA1 and BRCA2 and that BRCA1 and
BRCA2 mutations are rare in the general population [56, 57 and references therein]. A full discussion of
BRCA1 and BRCA2 is provided in Chapter 3 and their contributions to familial breast cancer have been
covered in Chapter 5, therefore only a brief review of the structure and functions of these genes will be
provided here. 

BRCA1 and BRCA2 are large genes which span approximately 80 kb of genomic DNA. Both have large
central exons encoding >50% of the protein and both encode large proteins of 1863 (BRCA1) and 3418
(BRCA2) amino acids [55] (Figure 9.1). The molecular mechanism by which BRCA1 loss promotes tumor
formation is unclear but it has been recently established that the BRCA1 RING finger region
heterodimerizes with BARD1 and functions as an enzymatic mediator of protein ubiquitization [58].

In normal cells, BRCA1 and BRCA2 are nuclear proteins and BRC A1 and BRCA2 mRNA and proteins
are preferentially expressed during the late G1-early S phase of the cell cycle. BRCA1 and BRCA2 are
expressed ubiquitously and in mouse embryos they are highly expressed during mammary epithelial
proliferation and differentiation. In the mammary gland the expression of both messages is developmentally

Figure 9.1

Structural and functional features of (a) BRCA1 (1863 amino acids) and (b) BRCA2 (3418 amino acids) proteins. The
N-terminal RING finger of BRCA1 interacts with BRCA1-associated RING domain 1 protein (BARD1) and with the
deubiquitinating enzyme, BRCA1-associated protein-1 (BAP1). Two nuclear localization signals (NLS) bind importin- ;
nearby regions interact with p53, RB1, RAD50 and MYC. A domain within BRCA1 (amino acids 758–1064) interacts
with RAD51. The BRCA1 C-terminal (BRCT) repeats interact with BRCA2, histone deacetylase (HDAC) 1 and 2, the
CtBp-interacting protein (CtIP) and RNA helicase A (RHA). The BRCA2 N-terminus interacts with p300/CBP-
associated factor (P/CAF) which has histone acetylase activity. Four of the eight BRC repeats of BRCA2 interact with
RAD51. Putative transcriptional activation domains lie at the C-terminus of BRCA1 and the N-terminus of BRCA2.
Adapted from [55].
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regulated and is induced during puberty and pregnancy and reduced during lactation. Null mutations in both
genes result in embryonic lethality [55].

A role for BRCA1 and BRCA2 in homologous recombination and DNA repair is suggested by the strong
biochemical interaction of BRCA1 and BRCA2 with proteins known to be involved in these processes. A
striking connection between double-strand break repair defects and tumorigenesis has been shown for
BRCA1 and BRCA2. Both proteins interact with RAD51 protein which catalyzes structural change as an
early step in homologous recombination that results in the formation heteroduplex molecules [59 and
references therein]. BRCA1 and BRCA2 are essential for normal development as patients in whom both
alleles of BRCA1 or BRCA2 are mutated have not been found [60]. It appears that the role of BRCA1 in
DNA repair, which could involve the integration of several pathways, is broader than that of BRCA2.
BRCA1 functions in the signaling of DNA damage and its repair by homologous recombination, nucleotide-
excision repair and possibly nonhomologous end-joining. BRCA2 regulates the activity of RAD51 which is
required for homologous recombination [61]. A recent study has established that BRCA2 functions directly
in homologous recombination and provides a structural and biochemical basis for understanding the loss of
recombination-mediated double-strand break (DSB) repair seen in BRCA2-associated cancers [62]. These
findings have prompted searches for alterations of RAD51 in patients with breast tumors. In one such study
with patients with early-onset breast cancer no germ-line mutations were identified although in another
study a single nucleotide polymorphism (SNP) was found in the 5' UTR region of RAD51 which was
associated with an increased breast cancer risk in BRCA2 carriers [59and references therein].

An association between a heterozygous BRCA1 or BRCA2 mutation in human cells and radiosensitivity
has been demonstrated recently. The authors comment that their data are not sufficient evidence to prove a
causal relationship between heterozygous BRCA mutations and radiosensitivity but they are important as
this phenotype could possibly predispose to an increased rate of radiation-induced mutagenesis and
carcinogenesis [63].

Somatic mutation of p53 is frequent in human BRCA1 and BRCA2 breast tumors, and many BRCA-
associated p53 mutations are novel. Genetic instability caused by the loss of BRCA1 or BRCA2 could
trigger mutations, including mutations in checkpoint genes such as p53. In this scheme, mutant p53 would
overcome incomplete proliferation and lead instead to uncontrolled proliferation and invasive growth [55].

Rapid proliferation of breast epithelial cells during puberty and pregnancy offer an ideal opportunity for
somatic mutation, including the loss of a BRCA1 or a BRCA2 allele. Tissue specificity of BRCA1 and BRCA2
tumorigenesis might be attributable to both the hormonal environment of breast (and ovarian) cells, as well
as to tissue-specific expression of as-yet-unknown genes [55].

BRCA1- and BRCA2-associated human breast cancers have different morphological and
immunohistochemical characteristics, including different gene expression profiles [64, 65]. Importantly,
from a therapeutic viewpoint, restoring BRCA1 or BRCA2 function would not be useful after checkpoint
mutations had occurred [66].

An important recent finding has been that an apparent BRCA1 homozygous knockout was found to be an
artefact of the PCR. In addition to challenging the results of an earlier study it suggests that mispriming due
to mismatched primers at the site of SNPs, leading to preferential amplification of one allele, may represent
a significant proportion of instances of mutation detection insensitivity. These results have important
cautionary implications for all PCR-based mutation detection methods used in research and in particular in
clinical genetic testing laboratories [60].

Finally, a recent review of preclinical and clinical studies relevant to the prognostic associations of
BRCA1- and BRCA2-associated breast carcinoma concluded that the current data are inadequate to support
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the use of BRCA1 or BRCA2 status to counsel individuals regarding their prognosis or to select treatment
[64] (see also Chapter 5).

9.2.5
CCND1

Amplification of the 11q13 region on chromosome 11 is associated with a number of cancers, including
breast carcinoma. The gene for cyclin D1 (CCND1, PRAD1) has been located at this region, near to the
BCL1 breakpoint, and its association with a number of cancers, especially B-cell tumors, qualifies it as an
oncogene [67]. In a study of 226 breast carcinomas 11q13 amplification was associated with a significantly
shorter relapse-free survival and a higher breast cancer-specific mortality suggesting that 11q13
amplification identifies a subgroup of node-positive patients at high risk [68]. At the present time it is still
not resolved whether amplification of the 11q13 region reflects a selection for CCND1, or other genes
which have been also identified there (HST1, INT2, BCL1). As a result, there is no direct evidence that the
CCND1 gene has a causative role in breast cancer [69].

However, up to 50% of all cases of breast cancer have elevated levels of cyclin D1 [70]. Tissue-specific
transgenic expression of cyclin D1 in mice results in mammary hyperplasia and adenocarcinomas and cyclin
D1 knockout mice show a marked defect in the development of breast epithelium during pregnancy, both of
which indicate a prominent role for cyclin D1 in the development of breast cancer [70].

It has been recently proposed that for oncogenesis, the role that constitutive cyclin D kinase activity plays
in driving cell growth and metabolism in early G1 may be of equal importance to its role in promoting G0 to
early G1 progression [71].

9.2.6
RB1

RB1 has been found to be disrupted by deletion or chromosomal rearrangement in some breast cancer cell
lines leading to loss of wild-type RB1 expression. However, the correlation between loss of heterozygosity
(LOH) at RB1 and the loss of RB1 protein is uncertain as the published literature is conflicting on this point
[72 and references therein].

The protein RB1CC1 (retinoblastoma 1 (RB1)-inducible coiled-coil 1) has been identified as a key regulator
of the RB1 gene. RB1CC1 is proposed to be a transcription factor and the RB1CC1 gene is localized to a
region of chromosome 8q11. It has been recently demonstrated that 20% of primary breast cancers contain
mutations in RB1CC1 and that this gene has all the characteristics of a tumor suppressor gene [73].

9.2.7
Other chromosomal abnormalities and potential tumor suppressors

In addition to the genetic alterations indicated above there are a number of other reported alterations associated
with breast cancer. LOH on the long arm of chromosome 6 has been detected in 48% of primary breast
cancers, confirming an earlier study indicating that this is a frequent occurrence in primary breast
carcinomas [74]. LOH for 7q31 may also be an early event in breast cancer development [75].

Chromosome 1 abnormalities have also been reported to be a frequent occurrence and rearrangements of
1p correlate with a poor prognosis [76]. Using DNA fingerprinting followed by LOH analysis it has been
shown that regions at 2q21–24 and 6p21–23 may harbor novel tumor suppressor genes in breast cancer
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[77]. These authors also showed that LOH at 2q21–24 was more frequent in high-grade than in low-grade
tumors.

Chromosome 3p contains several tumor suppressor genes and 21 polymorphic and 2 nonpolymorphic 3p
markers were recently investigated by allelotyping and real-time PCR in a variety of epithelial malignancies,
including breast cancer. A high frequency of LOH was found in all the types of cancer that were studied,
including 41/51 of the breast cancer cases [78].

It has been shown that the E-cadherin gene, responsible for the cell-cell adhesion mole-cule E-cadherin,
was not mutated in 42 cases of infiltrative ductal or medullary breast carcinomas but was mutated in four out
of seven infiltrative lobular breast cancers using a PCR/SSCP method. Although this study suffers from the
sample size problem alluded to earlier, if confirmed, the results could offer a molecular explanation for the
typical scattered tumor cell growth seen in infiltrative lobular breast carcinoma [79].

Recent data support the involvement of sigma 14–3–3 (a member of a class of molecular chaperones
known to interact with cyclin-dependent kinases in breast cancer cells) in the neoplastic transformation of
breast epithelial cells by virtue of its role as a tumor suppressor [80]. Finally, a growing body of evidence
supports the hypothesis that the retinoic acid receptor beta 2 (RAR 2) is a tumor suppressor. Biallelic
inactivation of RAR 2 by epigenetic changes has recently been reported in breast cancer [81]. 

9.3
Estrogens and cell cycle regulation

Clinical and experimental data have indicated that exposure to estrogens is one of the leading causes of
sporadic female breast cancer and in December 2002 estrogen was declared to be a known human
carcinogen by the National Toxicology Program of the National Cancer Institute in the USA. It is becoming
apparent that estrogen has separate hormonal and DNA-damaging cancer-promoting effects.

Estrogen has been found to control several key G1 phase cell cycle regulators (e.g. cyclin D1, MYC,
Cdk2, Cdk4, Cdk inhibitors and Cdc25A) [82]. Cyclin D1 overexpression, for example, is seen
preferentially in ER-positive breast cancers [70]. Several models have been proposed for the mechanism of
ER activation by cyclin D1. One of these postulates an autostimulatory loop in which autoactivation of ER
by hormone leads to transcriptional induction of cyclin D1. This newly synthesized cyclin D1 protein can
then bind to ER to cause further ER activation. In this way cyclin D1 and estrogen may act synergistically in
stimulating breast cancer growth. Such an autostimulatory loop could explain why coexpression of ER and
cyclin D1 is seen in many breast cancers [70].

Tamoxifen, the primary drug used for breast cancer treatment and prevention blocks the ability of
estrogen to promote breast cancer hormonally. Recent research indicates that the anticancer activity of
tamoxifen may be determined in part by tumor levels of AIB1 (SRC-3, an ER co-activator that has been
shown to reduce the antagonistic activity of tamoxifen-bound ERs) and ERBB2. Thus, AIB1 may be an
important diagnostic and therapeutic target [83].

Mammalian cells convert estrogen into related metabolites that generate free radicals capable of
damaging DNA and which can also bind to DNA and remove a nucleotide base (depurination). Although
there are mechanisms to repair this damage they are error prone resulting in incorporation of an incorrect
base and a mutation that can lead to cancer. It is anticipated that this new understanding of the direct cancer-
causing potential of estrogen will provide additional drug targets in the treatment of breast cancer.
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9.4
Male breast cancer

Male breast cancer is rare and represents approximately 1% of all cancers in men, causing approximately 0.
1% of male cancer deaths per year [84]. In a study of 23 male breast cancers, LOH on chromosome 11q13
was detected in 68% of informative cases [85]. Mutations in the androgen receptor gene, primarily at
codons 607 and 608 which are in the second zinc finger of the DNA-binding domain of the gene, have been
detected [86]. In addition, the risk of breast cancer in males carrying BRCA2 mutations, though small, is
probably greater than in men carrying BRCA1 mutations [87].

9.5
Gene expression profiling

The strongest predictors for metastatic spread (e.g. lymph node status and histological grade) fail to
accurately classify breast cancers according to their clinical behavior. Chemotherapy or hormonal therapy
can reduce the risk of distant metastasis by about 30%, however, 70–80% of patients receiving these
treatments would survive without it. In a recent landmark study by Friend and colleagues, the results of
gene expression profiling of breast tumors, after they had been surgically removed, was used to predict
which patients would develop clinical metastases [88]. These authors used gene expression microarrays to
analyze 25 000 genes in 98 primary breast cancers from young women. The gene expression data were
analyzed using statistical methods to identify gene clusters that correlated with the patients’ known clinical
outcome. Seventy-eight sporadic, lymph node-negative patients were selected to search for a prognostic
signature in their expression profiles. An optimum of 70 marker genes ‘the prognosis classifier’ correctly
predicted the later appearance or absence of clinical metastasis in 65/78 patients. The authors then
determined an ‘optimized threshold’ that would result in no more than 10% of poorprognosis patients being
misclassified and they applied this threshold to a similar set of 19 breast cancer patients. They found that the
predictive power of the poor-prognosis gene expression profile for metastasis was much greater than that of
currently used methods. The study also developed an expression signature that defines ER status that can be
used to decide on adjuvant hormonal therapy, and an expression signature that reveals BRCA1 status that
may be of value in improving the diagnosis of hereditary breast cancer [88].

In an extension of this study to 295 patients, the same research team was able to use the 70 predictor
marker genes to assign 115 patients to the good-prognosis category and 180 patients to the poor-prognosis
category. The molecular prognosis profile was associated with age, histologic grade and ER status but,
surprisingly, not with lymph node status as node-negative and node-positive patients were uniformly
distributed in the two prognostic categories [89]. The ability of the profile to identify patients with lymph
nodepositive cancer with an unexpectedly good prognosis implies that the development of lymph node
metastases and the development of distant metastases are independent properties of the tumor. A clear
implication of the study is that the gene expression profile is a better predictor of clinical outcome than any
of the currently used criteria [90].

These results have very important implications for the future treatment of patients with breast cancer (and
potentially for other cancers if similar results are obtained) [91]. These authors point out that 70–90% of
patients cured by surgery and radiotherapy would be advised unnecessarily to receive adjuvant therapy
using the current predictive criteria [11, 12]. Importantly, the number of patients with poor prognosis wrongly
assigned to the ‘no treatment’ group would not differ significantly using conventional or molecular criteria
[91]. Despite the very clear implications for patient management a note of caution is raised by these authors
who point out that the study [88]: was a pilot study with a small sample size; used a retrospective tumor
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bank; and only tumors where cancer cells constituted more than 50% of the overall cell composition were
analyzed [91]. Many questions have yet to be answered before molecular profiling can be integrated into the
routine management of breast cancer, including the reproducibility of profiling results. The studies reported
to date have been applied to a specific group of women (those less than 55 years old with small tumors and
stage I or II disease). The promising results need to be validated in larger groups of patients including older
women and those with advanced disease [90]. Nonetheless, adaptation of this approach to high-throughput
automated analysis has the potential to greatly improve cancer treatment by better predicting the response of
individual tumors to therapy [91].
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10
Genitourinary cancer

10.1
Ovarian and endometrial cancers

It is difficult to summarize international trends in the incidence and mortality of ovarian cancer since they
differ between countries and between age groups [1]. Incidence rates are high in most of the industrial
countries where women have relatively few children and lower in Asian and African countries with higher
fertility rates. In recent years the mortality rate has started to decline in the younger age groups (under 55
years) but this is not reflected in the incidence data. Reproductive and hormonal factors are the main
determinants of risk, with a decline in risk associated with increasing parity, oral contraceptive use,
hysterectomy and sterilization by tubal ligation [2]. Ovarian cancer differs from many other human tumors
in displaying considerable disease heterogeneity, a poorly understood progression pathway, and a few good
tumor markers. In addition, ovarian cancers are usually diagnosed at a later stage, and the survival rate,
therefore, is poor [3].

There are several similarities between ovarian and breast cancers, for example, both often express steroid
hormone receptors and it is suggested that they have common etiological factors. Several prognostic factors
have been identified in ovarian cancer, including stage of disease, presence or absence of ascites and
volume of residual disease following surgery. Histological grading and ploidy are also strongly associated
with clinical outcome. However, stage at diagnosis is the major prognostic factor with stage I patients
having a 5-year survival rate of 80–90% compared with 15–20% for women with stage II and IV disease
[4]. Lack of early symptoms and reliable screening tests result in only ~25% of cases being diagnosed as
stage I and disease heterogeneity, poorly understood progression and the absence of a definite precursor
lesion confound attempts to improve early detection and therapy [5]. Molecular genetic studies of ovarian
cancer have been limited by this lack of a well-defined precursor lesion, the inaccessible location of the
ovary and the advanced stage of tumors available for analysis [5, 6].

A high frequency of loss of heterozygosity (LOH) has been detected on chromosomes 6p, 6q, 9q, 13q,
17p and 17q and together with mutation analysis this suggests that chromosome 17 plays a significant role
in ovarian cancer development. On the short arm, LOH and mutations of the p53 locus as well as LOH at a
more distal locus (17p13.3) have been observed in a high percentage of tumors. Similarly, on the long arm,
losses in the BRCA1 region and a more distally located locus (17q22–23) are frequently seen [6 and
references therein].

It has been estimated that 5–10% of ovarian cancers are the result of an inherited predisposition. The
susceptibility to ovarian cancer is inherited through one of three distinct patterns: (1) the breast-ovarian
cancer syndrome, which is typified by multiple cases of early age of onset breast and ovarian cancer; (2)



hereditary nonpolyposis colorectal cancer, in which excess cancer cases are primarily cancers of the
proximal colon, endometrium, and ovary; and (3) site-specific ovarian cancer, which is the least common. As
with retinoblastoma and other inherited cancers, the susceptibility to cancer in families with a history of site-
specific ovarian cancer is transmitted as an autosomal dominant trait with an early age of onset [7]. In
families with a history of breast-ovarian cancer, the cumulative risk for breast cancer or ovarian cancer in
women with a mutant BRCA1 allele is estimated to be 76% by age 70, thus indicating that BRCA1 is a
highly penetrating predisposing gene for both malignancies [6, 8]. At present it is unclear what fraction of
hereditary ovarian cancers are due to BRCA1 mutations (see Chapter 5).

Complementary DNA (cDNA) microarrays have been used to examine the role of mutations in BRCA1
and BRCA2 in ovarian carcinogenesis by comparing gene expression patterns in ovarian cancers that are
associated with germ-line BRCA1 and BRCA2 mutations with expression patterns in sporadic ovarian
cancers. Approximately 6500 genes were analyzed and 110 showed statistically significant expression
levels [9]. It was found that each sporadic sample had a molecular profile similar to that of either the
BRCA1- or the BRCA2-associated tumors, suggesting that the BRCA-associated molecular pathways are
different at the RNA level for the two genes and may be altered in a similar way in sporadic tumors.
However, as pointed out in a subsequent report, the labeling of sporadic cases was based on a negative test
for only three founder mutations and a larger number of sporadic cases are required to strengthen the
validity of the results by allowing the demonstration of more heterogeneity in the expression profiles [10].
The observation that BRCA-associated gene expression profiles occur in subsets of sporadic tumors
indicates that molecular mechanisms common to both hereditary and sporadic ovarian carcinogenesis exist
but additional studies are needed to establish the underlying mechanism linking mutations in these genes to
the evolution of their distinct gene-expression subtypes [3].

Despite the apparent difference between BRCA1- and BRCA2-like profiles indicated above, a recent report
using the protein truncation test (PTT) to study BRCA2 mutations in a group of sporadic ovarian cancers
previously evaluated for BRCA1 mutations, found that BRCA2 dysfunction was usually accompanied by
simultaneous BRCA1 dysfunction [11]. There is clearly still much to learn of the role of BRCA1 and BRCA2
in ovarian carcinogenesis.

In addition to BRCA1 (on the long arm at 17q22–23) the p53 locus is located on the short arm of
chromosome 17 as well as two other tumor suppressor genes, OVCA1 and OVCA2 at 17p13.3 [12].
Mutation of p53 with resultant overexpression of mutant p53 protein occurs in 50% of stage III/IV, 15% of
stage I/II and 4% of borderline ovarian cancers. Most mutations are transitions, which suggests that they
arise spontaneously rather than being due to exogenous carcinogens [8]. Mutations of p53 in ovarian cancer
have been shown to be associated with advanced stage of disease [13, 14], poorly differentiated carcinomas
[15] and a poor prognosis [16]. In addition, a significant correlation between p53 accumulation, type of
mutation (missense) and pathological response to cisplatin-based chemotherapy [17] and the fact that
transfection of a wild-type p53 construct into an ovarian cancer cell line with a mutant p53 gene can inhibit
proliferation [18] have been reported. A study of 19 ovarian carcinomas and 17 borderline tumors has
confirmed that loss or inactivation of tumor suppressor gene function by chromosome 17p allelic deletions,
or p53 mutations, are important genetic changes in ovarian cancer [19]. However, the role of this gene in
prognosis and in determining response to chemotherapy has yet to be determined [20].

Although amplification of MYC occurs in approximately 30% of ovarian cancers and is more frequently
seen in advanced stage serous cancers [8] this does not appear to correlate with prognosis [21].

In a series of 74 ovarian cancers, KRAS mutations were detected in 45% of mucinous, compared to only
16% of serous, cancers. In the mucinous tumors, KRAS mutations were present in half of the borderline and
in an equal number of invasive tumors. KRAS mutations were seen in eight of 31 mucinous tumors that
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lacked allele loss for more than 30 polymorphic markers spanning the human genome. Borderline ovarian
tumors constitute a unique subgroup characterized by an unusual degree of epithelial cell proliferation and
atypia compared with benign tumors, but they lack the stromal invasion characteristic of invasive ovarian
tumors. The clinical course of these tumors is between that of benign and malignant tumors and they
metastasize within the peritoneal cavity but rarely result in death. The frequent finding of KRAS mutations
in borderline mucinous tumors suggests that these mutations are an early event in the development of
mucinous cancers of the ovary and that borderline tumors are precursors of invasive tumors [6 and
references therein].

Like breast cancers, approximately 30% of ovarian cancers carry amplified ERBB2 (HER2/neu), but here
the presence of the amplified oncogene appears to correlate with poor survival. In one study, the survival
times for patients with one, two to five, or over ten copies of ERBB2 were 1879, 959 and 243 days,
respectively [8 and references therein].

The alpha 110 kDa subunit of phosphatidyl inositol 3 kinase (p13 kinase) is amplified in approximately
80% of ovarian cancers. The AKT serine-threonine kinases are activated by the products of p13 kinase and
AKT2 is amplified in 12% of ovarian cancers which are associated with a poorly differentiated histology
[21 and references therein]. Since amplification of p13 kinase and AKT2 are frequently seen in ovarian
cancer, but rarely in breast or epithelial cancers from other sites, these authors speculate that the p13 kinase
pathway may be particularly important in ovarian cancer.

With the recent advent of newer molecular techniques a variety of approaches have been used to identify
genes and their protein products which are of importance in the development and progression of ovarian
cancer. Serial analysis of gene expression (SAGE) has been used to compare the global gene expression of
ovarian cancer cell lines, ovarian carcinomas and nontransformed ovarian epithelium enabling differentially
expressed genes to be identified. Many of the genes up-regulated in ovarian cancer were found to code for
surface or secreted proteins such as claudin-3 and -4, HE4, mucin-1, epithelial cellular adhesion molecule
and mesothelin [5]. An interesting observation from this study was that apolipoprotein E (ApoE) and ApoJ,
two proteins involved in lipid homeostasis, were among the genes highly up-regulated in ovarian cancer.
ApoJ, claudin-3 and -4 have never previously been linked to ovarian cancer.

Using an alternative strategy, two-dimensional gel electrophoresis (2-DE/PDQUEST) was used to
characterize the expression of multiple proteins in ovarian tissue from 22 patients (five benign, six
borderline and 11 carcinomas). Large variations were observed between tumors in the expression of various
polypeptides, indicating heterogeneity in gene expression. However, the pattern of expression of nine
protein markers permitted discrimination between malignant and benign tumors [22]. Although there was
apparently no overlap in terms of the findings in both these reports, studies such as these and the public
availability of expression profiles through SAGEmap should facilitate and stimulate further research [5, 23
and references therein].

An immunohistochemical study of the prognostic and predictive relevance of apoptosisrelated proteins
Bax, Bcl-XL and Mcl-1 in 185 stage III ovarian cancer patients concluded that Bax and BCL2 expression
data, when combined, were of independent prognostic significance [24].

Using proteomic spectra generated by mass spectroscopy (surface-enhanced laser desorption and
ionization) a preliminary ‘training’ set of spectra derived from the sera of 50 unaffected women and 50
patients with ovarian cancer were analyzed by an iterative searching algorithm that identified a proteomic
pattern that completely discriminated cancer from noncancer. The pattern was then used to classify an
independent set of 116 matched serum samples (50 from ovarian cancer patients and 66 from unaffected
women or those with nonmalignant conditions). The discriminating pattern correctly identified all 50
ovarian cancer cases and 63/66 of the nonmalignant cases were recognized as not being cancer. The very
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encouraging results of studies such as this justify a prospective population-based assessment of proteomic
pattern technology as a screening tool for all stages of ovarian cancer in high-risk and general populations
[25]. 

It is known that estrogen replacement therapy (ERT) increases a woman’s risk for uterine endometrial
cancer and epithelial ovarian cancer (EOC) and a recent large study in the Swedish population has
demonstrated that ever users of ERT and hormone replacement therapy with sequentially added progestins
(HRTsp), but not hormone replacement therapy with continuously added progestins (HRTcp), may be at
increased risk of EOC [26].

The expression level of several matrix metalloproteinases (MMPs), including MMP-2 and MMP-9, in
ovarian cancer cells has been shown to be directly associated with their invasiveness and metastatic
potential. Using a nude mouse xenograft model in which the mice either possessed or lacked the MMP-9
gene, it was found that host-derived MMP-9 expression appeared to play a critical role in angiogenesis and
progressive growth of human ovarian cancer xenografts in the mice [27].

The MUC1 gene has been shown to be expressed by a number of epithelial cancers, including ovarian
cancer. A comparison of the pattern of expression of MUC1 splice variants in malignant and benign ovarian
tumors demonstrated that expression of MUC1 splice variants A, D, X, Y, Z and REP was associated with
malignancy whereas MUCI/SEC expression was associated with the absence of malignancy. However, no
significant association of the expression of MUC1 splice variants and response to chemotherapy or patient
survival was found [28].

The first mouse model of ovarian cancer with defined genetic lesions has been reported recently [29].
Trp53+/+ and Trp53−/− ovarian cells from transgenic mice that express an avian virus receptor were
transfected in vitro with avian retroviral vectors carrying oncogenes that are frequently amplified or mutated
in ovarian cancer (see earlier): KRAS, MYC and AKT. The authors investigated which combinations of
genetic lesions could induce tumor formation in vivo by injecting these ovarian cells subcutaneously into
nude mice and monitoring for tumor growth. Tumors arose only from cells deficient for Trp53 and which
had at least two oncogenes by infection. Implantation of infected cells under the ovarian capsule of nude
mice resulted in ovarian tumors within 2 weeks which metastasized to the same sites as human ovarian
cancer within 4 weeks. When infected ovarian cells were implanted under the ovarian capsule of the
immunocompetent mice from which the cells had been previously removed, ovarian tumors developed after
3 months [29]. This model should help unravel the molecular basis of ovarian cancer development and will
provide a system for testing new therapeutic approaches. In addition, it may also provide a valuable
opportunity for evaluating the mechanisms underlying the epidemiological observation that ovarian cancer
recurs at a lower frequency in women exposed to nonsteroidal anti-inflammatory drugs (NSAIDS) [30].

Interpretation of international trends in the incidence and mortality of endometrial cancers is complicated
by variation over time and, in different countries, of the coding of such tumors [1]. Despite this caveat there
is an international downward trend in mortality.

Endometrial cancers can be divided into endometrioid adenocarcinomas, which account for the majority
of endometrial cancers and are typified by developing from atypical endometrial hyperplasia in the setting of
excess estrogenic stimulation. In contrast, serous carcinomas are representative of endometrial cancers in
older women who have endometrial atrophy and lack the typical endometrial cancer risk factors reflecting
unopposed estrogen exposure [31].

Overexpression of HER-2/neu (ERBB2) occurs in 10% of endometrial adenocarcinomas and correlates
with intraperitoneal spread of disease and poor survival. MYC is amplified in 10% of cases. Point mutations
in codon 12 of KRAS have been reported to occur in 10–20% of cases. KRAS mutations have also been
reported in some endometrial hyperplasias, which may represent an early event in the development of some
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endometrial cancers. Mutations of p53 occur in 20% of endometrial adenocarcinomas and Overexpression of
mutant p53 protein is associated with advanced stage and poor survival. Since p53 mutations have not been
seen in endometrial hyperplasias, this is thought to be a relatively late event in endometrial carcinogenesis.
However, serous carcinomas are frequently associated with p53 abnormalities and appear to develop from a
surface lesion termed endometrial intraepithelial carcinoma. Although serous carcinomas are rare, these
highly aggressive tumors account for a disproportionate number of endometrial cancer deaths [31].

Samples from a group of patients with endometrial carcinomas with retroperitoneal lymph node
metastases were studied by immunohistochemistry to evaluate the prognostic significance of the tumor
suppressor gene PTEN. It was found that PTEN-positive staining was a significant favorable prognostic
indicator of survival for patients with advanced endometrial carcinoma who underwent postoperative
chemotherapy. In contrast, PTEN expression did not relate to survival for those patients who underwent
radiation therapy [32].

Microsatellite instability has also been noted in approximately 15% of sporadic endometrial cancers, but
mutations in DNA repair genes have not yet been reported [33]. Finally, in a study of the putative tumor
suppressor E-cadherin gene in 135 carcinomas of the endometrium and ovary only four mutations were
detected [34]. The prognostic significance, if any, of this gene in ovarian and endometrial cancers remains
to be determined.

10.2
Cervical cancer

Cancer of the uterine cervix is the second most common cancer in women worldwide and is particularly
common in less-developed countries, where 80% of the world’s cervical cancers occur. Current evidence
indicates that the main cause of cervical cancer is cervical infection with certain types of human
papillomavirus (HPV) that are transmitted sexually [35]. The overall incidence and mortality from cervical
cancer has declined in Western countries and in most developing countries. In women under 40 years of age,
however, mortality rates are leveling off or increasing in most countries [35]. The reasons for the overall
decline in cervical cancer may be linked to improvements in the general standard of living and the increase
in younger women may be due to the increasing prevalence of HPV infection. Screening for cervical cancer
has undoubtedly led to a decline in incidence and mortality in many countries.

A number of prognostic factors have been linked to the progression of cervical cancers, including depth of
stromal invasion, lesion depth and nodal involvement. In particular, HPV has been found to be integrated
into malignant cells and the presence of the virus (in specific subtypes) in premalignant lesions indicates a
poor prognosis. These anogenitalassociated HPVs are further classified into low risk (e.g., HPV-6,
HPV-11), associated with benign genital warts, and high risk (e.g., HPV-16, HPV-18), associated with
lesions such as squamous intraepithelial neoplasia (SIN) which can progress to anogenital cancer.
Approximately 85% of all cervical carcinomas are conservatively estimated to be high-risk HPVpositive.

A recent study set out to identify the determinants of high vs. low rates of cervical cancer in developing
countries. Among behavioral measures, high fertility rates, early age at birth of the first child and high
teenage birth rates were significantly associated with high cervical cancer rates. Countries with high
cervical cancer rates were found to have fewer doctors per capita, less immunization coverage, more HIV
infections and shorter life expectancies. Cervical cancer rates also tended to be higher in countries which
had more spending on health but which had younger, less-educated populations [36].

Epidemiological studies show that infection with the high-risk HPVs 16,18, 31, 33, 45 and minor types is
the major risk factor for the subsequent development of cervical cancer. Experimental studies have shown
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that the E6 and E7 genes of the high-risk HPVs encode proteins that deregulate key controls in cell
proliferation. E7 interacts with RB1, effectively blocking its transcriptional represser function. E6 enhances
the degradation of p53, thus compromising the ability of the cell to effect growth arrest in the face of DNA
damage. As a consequence of these interactions, key cell cycle checkpoints are overridden, and mutations may
be accumulated and transmitted to daughter cells. The HPV-infected cell may as a consequence acquire:
defects in differentiation; the immortal phenotype; chromosomal aneuploidy and the increased probability
of further mutations, which could lead to invasion [37, 38].

Although it is well established that infection with high-risk types of HPV is central to the pathogenesis of
cervical cancer many women are infected with high-risk types of HPV but only a subset will ever develop
cervical cancer, suggesting that other cofactors must be present for the development of malignancy [39]. A
pooled analysis of seven case-control studies involving 1263 patients with invasive cervical cancer and
1117 age-matched controls has clearly demonstrated that herpes simplex virus-2 (HSV-2) infection may act
in conjunction with HPV infection to increase the risk of invasive cervical carcinoma [40].

HPV DNA is often integrated into the host genome and this frequently results in the loss of E2 protein
which, since E2 can modulate HPV gene expression, results in the deregulated expression of E6 and E7.
Also, since E2 is a potent inducer of apoptosis, the loss of E2 might be expected to result in increased cell
proliferation [41]. However, HPV infection alone is not sufficient for malignant transformation. Estrogen
and progesterone have both been shown to increase the levels of E2- and E7-induced apoptosis and one
possibility is that in the presence of E2 these hormones might be protective against cervical cancer via their
up-regulation of cell death. In the absence of E2 these two hormones might be a risk factor in cervical
carcinogenesis via their effects on HPV or cellular gene expression, or via other yet to be determined
pathways [41].

Although HPVs do not provoke strong systemic antibody or cell-mediated immune responses [42] the
identification of HPV-specific immunity is providing the impetus for the development of vaccines both to
prevent and to treat HPV-associated disease—the ultimate aim being to effect a worldwide eradication of
high-risk HPV types thus preventing the high annual death rate from cancer of the cervix [43]. However, the
relatively low immunization rates and the shortage of healthcare workers in countries with high cervical
cancer rates present potential challenges to introducing prophylactic HPV vaccines [36]. Nevertheless, a
recent proof-of-principle randomized, double-blind study, in which 2392 young women (16–23 years of age)
received three doses of placebo or HPV-16 virus-likeparticle vaccine resulted in the elimination of the risk
of infection with HPV-16 in 100% of women who were not previously infected and all cases of HPV-16-
related cervical intraepithelial cancer occurred in the placebo group [44]. This study clearly demonstrates
the potential of a vaccine such as this in the prevention of cervical cancer if the challenges to vaccinating
women in those countries with the highest cervical cancer rates can be overcome.

An alteration of microsatellite repeats is the result of slippage due to strand misalignment during DNA
replication and is referred to as microsatellite instability (MSI). PCR-based microsatellite assay combined
with tissue microdissection was recently used to search for MSI in 50 cervical cell carcinomas in Hong
Kong women. The results suggested that MSI was present in a subgroup of cervical squamous cell carcinomas
and that defects resulting in MSI may be related to tumor progression and possibly poor prognosis [45].

Sister chromatid exchanges (SCE) are reciprocal exchanges between sister chromatids. There have been
inconsistent reports that the frequency of SCE in the peripheral blood lymphocytes of patients with cervical
cancer is significantly higher than in normal individuals. An unmatched case-control study from Mexico
concluded that SCE are associated with cervical cancer. The usefulness of this as a preclinical marker to
identify those women at high-risk of developing cervical cancer will need to be ascertained in follow-up
studies on precancerous lesions with high levels of SCE [46].
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Work in the early 1990s showed that abnormal expression of several oncogenes also has prognostic value.
Amplification and overexpression of MYC was found to be more frequent in advanced tumors of the uterine
cervix when compared to early tumors. In tumor samples from 72 untreated patients with carcinoma of the
cervix, overexpression was detected in 35% of cases. This overexpression was not a consequence of
amplification which was seen in only 8% of cases. There was no relationship between MYC overexpression
and stage, nodal status or age. However, there was an eightfold greater risk of relapse for patients with
overexpression of MYC, which outweighed even nodal status as a prognostic factor [47]. In the same
publication it was reported that elevated expression of RAS p21 was found in malignant as opposed to
benign or premalignant lesions. In the small-cell type of squamous cell carcinomas, tumors with elevated
expression of RAS p21 were shown to have a better prognosis than negative tumors. Expression of RAS p21
together with histological type may therefore be of prognostic significance in carcinomas of the cervix in
specific histological types. Mutations at codon 12 of the HRAS gene were also found in cervical cancer and
correlated with a poor prognosis [47]. However, confirmation of these findings has yet to be reported.

It has been suggested that p53 regulates the radiosensitivity in human malignancies after irradiation but in
cervical carcinoma its role is unclear due to the inactivation of functional p53 by infection with HPV. A
study of 52 patients with carcinoma of the cervix who had received radiation therapy alone showed that p53
mutations were significantly associated with local tumor recurrence and the authors concluded that p53 may
be of value as a predictive factor in radiation therapy for patients with stage IIIB squamous cell carcinoma of
the cervix [48].

10.3
Testicular cancer

Testicular cancer is a rare disease and unlike most other solid tumors, the incidence rate does not increase as
a function of age but reaches a maximum at about 25–34 years and then declines to become uncommon in
men over the age of 55 years [49]. Although the incidence has been increasing over the years introduction
of effective chemotherapy in the mid 1970s has resulted in reduced mortality rates.

Strong expression of p62 has been detected in differentiating areas of testicular tumors. In a flow-
cytometric study of p62 expression in nuclei extracted from paraffin blocks, increasing levels of p62 correlated
with increasing differentiation of teratomas. Patients who had no recurrence 3 years after diagnosis showed
a significantly higher level of p62 than those who developed a recurrence in this time period. Expression of
MYC may therefore prove to be of prognostic significance in this disease [50] although this has yet to be
confirmed.

10.4
Renal cell cancer and bladder cancer

Although the incidence of bladder cancer is rising in most populations its mortality has begun to fall in a
number of countries including the USA and Japan but not, on the whole, in continental Europe. Renal cell
cancer (RCC) is common in societies with high rates of bladder cancer suggesting that these two
functionally and anatomically related sites may be exposed to similar carcinogenic influences [51]. Both the
incidence and mortality of RCC cancer have been steadily increasing in virtually every country and RCC
accounts for 2–3% of adult malignancies. 

The clinical behavior of renal cancer is unpredictable, although a few features, such as stage of tumor and
ploidy, are partly correlated with prognosis. The disease is highly metastatic, with 30% of patients having
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metastases at the time of diagnosis and RCC is one of the most therapy-resistant cancers. Molecular and
cytogenetic analyses have highlighted deletions, translocations, or loss of heterozygosity in 3p21–26, a
putative RCC locus, as well as in 6q, 8p, 9pq and 14pq. Studies on phenotypic expression of human kidney
tissue and on post-translational modifications in RCC have not yet provided a marker for early RCC
diagnosis [52 and references therein].

A study of MYCL RFLPs in patients with renal cell cancer found no significant differences between the
RFLP patterns of normal and tumor DNA. However, the presence of metastases was associated with lack of
a particular allele suggesting that this RFLP may be a marker of genetic predisposition to the formation of
metastases rather than the development of primary disease.

A recent study established a two-dimensional polyacrylamide gel electrophoresis (2-D PAGE) human
kidney reference map in order to compare RCC to normal kidney tissue. Four proteins present in normal
tissues were not expressed in ten out of ten RCC cases. The absence of two mitochondrial proteins
suggested that mitochondrial dysfunction may play a major role in RCC genesis or evolution [52].

von Hippel-Lindau (VHL) disease is an autosomal dominant disorder and, eventually, the majority of
patients with this disease will develop a renal cell carcinoma if they live long enough. Renal cell carcinoma
is now the leading cause of death in patients with VHL disease [53]. The VHL disease gene has been
mapped to the short arm of chromosome 3 and flanking markers have been identified [53, 54 and references
therein]. Statistical and molecular genetic studies suggest that the VHL gene functions as a tumor suppressor
gene like RB1. Although chromosome 3p loci are involved in the pathogenesis of sporadic renal cell
carcinomas, it is not yet known whether acquired mutations at the VHL locus are responsible for sporadic
renal cell carcinomas [53, 54]. VHL disease is the most frequent cause of inherited renal cell carcinoma but
familial renal cell carcinomas, without additional features, also occur and are associated with a t(3; 8)
translocation. In a kindred study, renal cell carcinoma was only seen in translocation carriers, each of which
had an 87% risk of developing the cancer by 60 years of age [55 and references therein]. Recent work has
shown that the VHL gene product, pVHL, is a component of an SCF (Skp1-Cdc53F-box)-like ubiquitin-
ligase complex that targets the -subunits of the hypoxia-inducible factor (HIF) heterodimeric transcription
factor for polyubiquitylation and proteasomal degradation. It is postulated that overproduction of growth
factors encoded by HIF target genes, such as vascular endothelial growth factor (VEGF), platelet-derived
growth factor  chain (PDGF ) and transforming growth factor-  (TGF ) contribute to tumor formation
following pVHL inactivation [56, 57].

The entire urinary tract is lined with transitional cell epithelium and a multistep model for the
development of transitional cell carcinoma (TCC) of the bladder, based on experiments in rodents, has been
proposed [58] (see Figure 10.1). EGF in rat urine has been found to be responsible for the potentiating effect
of chemical carcinogens on the pathogenesis of TCC. Overexpression of EGFR protein is related to higher
cytological grade and more aggressive disease [55]. In a prospective study of 101 new cases of TCC of the
bladder, using immunohistochemical staining for EGFR, death was independently associated with advanced
stage and EGFR positivity. In addition, those patients with EGFR-positive tumors were found to have a
shorter time to recurrence and a higher recurrence rate [60].

Mutations and LOH of the RB1 gene are also found in a significant proportion of bladder cancers and are
associated with local muscular invasion and a high cytological grading, both of which are related to poor
prognosis [55 and references therein]. Overexpression of p53 protein as detected by immunohistochemistry
appears to identify those patients with superficial bladder cancer at risk of the development of muscle
invasive or metastatic disease. However, the role of p53 overexpression in patients with advanced or
metastatic bladder cancer is not yet well established. In one study of 44 specimens from 44 patients with
advanced bladder tumors (T2-T4) undergoing radical cystectomy, p53 overexpression was found to be a
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significant independent prognostic indicator. While this needs to be confirmed in prospective studies it
provides a potential prognostic tool for decision making for defined subgroups of patients in the future [61].

Recent analyses have demonstrated that p53 accumulation may be also present in dysplasia and
carcinoma in situ. However, the literature with regard to p53 accumulation and prognosis in patients with
bladder cancer is conflicting and confusing with quite different results being reported by different research
groups. This prompted a review of all papers using immunohistochemistry to assess p53 accumulation and
correlate it with prognosis in bladder cancer and urothelial tumors of the upper urinary tract [62]. These
authors analyzed 138 publications involving 43 trials comprising 3764 patients and found considerable
differences in the results and conclusions of the studies, reflecting study design, patient selection, tissue
samples, sample size, methods, evaluation of the immunostaining and endpoint variations between the
studies. The authors concluded that standardization of the p53 immunohistochemistry technique is a priority
and that prospective multicenter trials comparing p53 accumulation with disease outcome in patients with
bladder cancer, stratified by tumor stage and grade, are essential.

In an attempt to overcome the problems with immunohistochemistry a number of alternative approaches
have been tried. In a recent report expression of cyclin D1 and ki67, a proliferation marker, was evaluated
by immunohistochemistry in human papillary superficial bladder cancers and was correlated with p27
(KIP1), p21 (WAF1) and ERBB2 expression, p53 gene status and protein expression, ploidy and cancer
[63]. The study demonstrated that a high proliferation rate associated with a low nuclear expression of
cyclin D1 and p27 could identify high-risk patients, especially those with T1 tumors and it was concluded
that cell cycle-related proteins yield significant prognostic information in addition to tumor stage and grade.
Using fluorescence in situ hybridization (FISH) it has also been suggested that amplification of CCND1 or
alterations in MYC/CCND1 early in bladder cancer may have clinical relevance in promoting and predicting
progression to detrusor muscle-invasive transitional cell carcinoma [64]. 

An alternative genetic approach was used to detect bladder cancer by microsatellite analysis of the p16,
RB1, and p53 tumor suppressor genes in 28 cytological urine samples. These markers reliably detected
tumors of all stages and grades with 93% sensitivity and 100% specificity [65]. Although the sample size

Figure 10.1

A sketch relating the progression of bladder TCC to known genetic results involved.

Adapted from [58] with permission from Blackwell Science.
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was small, if these results are confirmed in larger numbers of patients, microsatellite analysis of urine
specimens could represent a novel, potentially useful, noninvasive clinical tool to detect bladder cancer.

A study designed to define the potential clinical relevance of identifying alterations affecting the p53
pathway in 140 patients with bladder cancer applied different methods, including oligonucleotide microchip
array sequencing, conventional manual sequencing and immunohistochemistry to detect p53 status [66].
Combining the mutation-detection assays, 79 patients were found to have p53 mutations. Direct sequencing
identified 66 point mutations and five frameshift mutations. The microchip array detected 65 point mutations
and four splice site mutations but missed all five frameshift mutations. The authors concluded that
microarray-based sequencing technologies could be of value in routine molecular diagnostics, particularly
for detecting p53 base-exchange point mutations and that clinically oriented molecular assays need to
incorporate multiple predictive markers.

Tumor-associated antigens (TAAs) of the melanoma antigen-encoding (MAGE) gene family have been
identified in several human malignancies and are being evaluated as targets of specific immune responses. A
monoclonal antibody to MAGE-A4 protein and tissue microarrays were used to evaluate MAGE-A4
expression in 2317 samples from 1849 patients with transitional cell carcinoma of the urinary bladder.
MAGE-A4 positivity was found to be significantly correlated with the invasive phenotype, high tumor
grade and decreased survival [67].

A candidate tumor suppressor gene in invasive (T3a/b) bladder TCC has been located to a 2.5-cM region
at chromosome 10q23.3. This region harbors the MMAC1/PTEN/TEP1 gene, which is frequently inactivated
in a variety of cancers. Recent work indicates that MMAC1 is not the primary target for inactivation in
bladder TCC and that another gene, in close proximity to the MMAC1 locus, within the region of frequent
allelic losses, may be the target for inactivation [68 and references therein].

A recent report has summarized the multiple genetic alterations that have been identified in invasive
human bladder cancers, which are present in different combinations and in different frequencies in the
different types of bladder cancer. Approximately 67% of superficial papillary TCCs show early losses
involving chromosome 9q, while very few show either a p53 or a CDKN2/p16 mutation. Loss of 9q may
therefore be the earliest event in the initiation of papillary TCC. In contrast, bladder carcinoma in situ (CIS)
and squamous cell carcinoma (SCC) show relatively low percentages of 9q loss. However, ~65% of bladder
CIS contain a p53 alteration and ~67% of bladder SCC contain a CDKN2/p16 alteration. These authors
propose a model in which the predominant genetic alteration may be the ‘initiating event’ in bladder cancer
pathogenesis which may then play a role in determining the biological potential of the tumor [69].

The mitotic kinase-encoding gene STK15/BTAK/AuromA is associated with aneuploidy and
transformation in mammalian cells. STK15 activates an unknown oncogenic pathway that involves
centrosome amplification and results in missegration of chromosomes. A study employing
immunohistochemistry, FISH and Southern blotting with 205 samples of bladder cancer found that STK15
gene amplification and associated increased expression of the mitotic kinase it encodes are associated with
aneuploidy and aggressive clinical behavior [70].

An immunohistochemical evaluation of the expression levels of the mismatch repair (MMR) proteins
hMLH1 and hMSH2 in patients with TCC bladder cancer with a median follow-up of 5 years demonstrated
that reduced expression of either MMR protein was associated with fewer recurrences of superficial tumors
and fewer relapses in all tumors, compared to tumors which had normal expression. The results indicate that
reduced expression of these MMR proteins may make an important contribution to the development of a
subset of TCCs and supports a potential role for MMR expression as a prognostic indicator [71].
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10.5
Prostate cancer

Prostate cancer is a common malignancy in men and the incidence rate has increased markedly during the
last two decades, whereas mortality has remained relatively stable [72]. However, a recent report from the
UK has shown a marked increase in mortality from 1971–1989 in men aged 45–64 years, indicating an
increase in the incidence of fatal prostatic cancer in younger men [73]. The apparent increase in incidence
may be a reflection of improved detection rates related to the use of prostate-specific antigen (PSA) [72] as
well as to overdiagnosis due to the use of PSA. A computer simulation model of PSA testing and subsequent
prostate cancer diagnosis and death from prostate cancer, among a hypothetical cohort of two million men
who were 60–84 years old in 1988, showed that the observed trends in prostate cancer incidence were
consistent with considerable overdiagnosis among PSA-detected cancers [74]. Populations of African
descent appear to be more susceptible to developing prostate cancer and African American men have the
highest incidence rate of prostate cancer of any ethnic group in the USA [75].

This disease also has an extremely variable natural history, ranging from a noninvasive to a rapidly
metastatic disease which is fatal within a short time following diagnosis. It is frequently diagnosed
incidentally at the time of surgery during transurethral resection for urinary obstruction. Although factors
such as histological grade have been evaluated as prognostic factors, there is considerable uncertainty
concerning their use.

A family history of prostate cancer is a consistent risk factor and can also be used to predict the presence
of prostate cancer among asymptomatic men who undergo PSA screening. Approximately 10–15% of cases
of prostatic cancer have a familial component and hereditary prostate cancer resembles nonhereditary
prostate cancer in terms of age of onset, pathologic appearance and grade [76].

Previous studies have demonstrated multiple alterations of tumor suppressor genes in human prostate
cancer, including p53 on 17p, PTEN1 and Mxi-1 on 10q and/or Kai-1 on 11p. Loss of heterozygosity at
polymorphic loci on 8p, 10p, 16q and 18q has also been reported [77–83 and references therein]. Transfer
of a normal human chromosomal fragment into cancer cells by microcell-mediated chromosome transfer
(MMCT), provides an alternative approach to detecting the presence of tumor suppressor genes by testing
the ability of normal genes to suppress the malignant phenotype. Using this approach 7q, 8q, 10q, 11q, 17q
and 19p have all been demonstrated to have suppressor activity for metastasis or tumorigenicity when
introduced into rat or human prostate cancer cell lines [83] and these authors have used MMCT to localize a
prostate tumor suppressor gene to a segment of approximately 1.2Mb on 10pl5.1. In addition, the
macrophage scavenger receptor 1 gene (MRS1 also known as SR-A), located at 8p22, has been shown to be
potentially important in determining susceptibility to prostate cancer in men of both African American and
European descent [84].

Prostate-specific antigen (PSA) is highly overexpressed in prostate cancer. One important regulator of
PSA expression is the androgen receptor (AR). Human AR is a ligand-dependent nuclear transcription
factor that regulates the expression of genes necessary for the growth and development of normal and
malignant prostate tissue. AR is able to up-regulate the expression of the PSA gene by directly binding and
activating its promoter. This AR activity is repressed by p53. A p53 mutation found in metastatic prostate
cancer severely disrupts the p53-negative activity on the AR, suggesting that the inability of p53 mutants to
downregulate AR is, in part, responsible for the metastatic phenotype [85].

Prostate stem cell antigen (PSCA) is a 123 amino acid glycoprotein [86] which is expressed most strongly
in the prostate, where it is localized to the putative stem cell component of the prostate, the basal cells.
PSCA has been demonstrated to be overexpressed by more than 80% of prostatic cancers and has been
correlated with the aggressive features of high stage, high Gleason grade and anchorage independence [87].
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PSCA has a limited normal tissue distribution and has recently been found to be also overexpressed in
pancreatic adenocarcinoma [88].

The tumor suppressor gene PTEN1 (MMAC1/TEP1) is lost frequently in advanced prostate cancer.
However, the function of PTEN1 in tumorigenesis is not understood. A recent study has shown that
expression of BCL2 in prostate tumors correlates with loss of the PTEN1 protein and loss of PTEN1 leads
to up-regulation of the BCL2 gene, thus contributing to survival and chemoresistance of prostate cancer
cells [89].

Kruppel-like factor 6 (KLF6) is a zinc finger transcription factor of unknown function. The KLF6 gene
has been found to be mutated in a subset of human prostate cancer cases. LOH analysis revealed that one
KLF6 allele was deleted in 66% (17 of 22) of primary prostate tumors. Sequence analysis of the retained
KLF6 allele revealed mutations in 71% of cases. Functional studies confirmed that whereas wild-type KLF6
up-regulates p21 (WAF1/CIP1) in a p53-independent manner and significantly reduces cell proliferation,
tumor-derived KLF6 mutants do not, thereby providing strong evidence that KLF6 is a tumor suppressor
gene involved in human prostate cancer [90].

Selective subtractive differential gene display has been recently used to identify a gene (tazarotene-
induced gene I (TIG1)) which may be a tumor suppressor and whose diminished expression is involved in
the malignant progression of prostate cancer [91].

Annexin I is one of the members of a recently described family of calcium-dependent binding proteins.
Down-regulation of annexin I protein expression is a common finding in high-grade prostatic intraepithelial
neoplasia and prostate cancer, suggesting that annexin I dysregulation may be an important early even in
prostate cancer initiation. One likely mechanism for annexin I dysregulation is at the level of gene
transcription [92].

A common therapy for non organ-confined prostate cancer involves androgen deprivation. An analysis of
gene expression changes induced by dihydrotestosterone (DHT) in the androgen-responsive prostate cancer
line, LNCaP, using serial analysis of gene expression (SAGE) and quantitative 2D-PAGE, indicated that
351 genes were significantly affected by DHT treatment, of which 147 were induced and 204 repressed by
androgen, thus indicating the need for profiling at both the RNA and protein levels to obtain a
comprehensive evaluation of the patterns of gene expression [93]. A novel gene on chromosome 2p24 that
is differentially expressed between androgen-dependent and androgen-independent prostate cancer cells has
also been identified recently [94].

A number of studies have implicated alleles at the CAG and GGC trinucleotide repeats of the AR gene
with high-grade, aggressive prostate cancer. Individuals with CAG repeat lengths less than 20 and GGC
repeats less than 16 have been associated with increased risk of developing prostate cancer [95 and
references therein]. These authors have shown that populations of African descent possess significantly
shorter alleles for these two loci than nonAfrican populations. Allelic diversity for both markers was higher
among African Americans than any other population, including indigenous Africans from Sierra Leone and
Nigeria.

E-cadherin and -catenin are components of adherens junctions which mediate calcium-dependent cell-
cell adhesion in a homotypic manner. A third component of adherens junctional complexes is -catenin,
which bridges E-cadherin with -catenin [96 and references therein]. Reduced expression of E-cadherin, has
been reported in advanced-stage tumors. In a 3-year follow-up study, men whose tumors showed normal
amounts of E-cadherin showed no disease progression while those whose tumors showed little expression
of the protein had high PSA levels, and their disease had advanced [97]. The risk of prostate cancer
associated with a C/A single-nucleotide polymorphism (SNP) at −160bp relative to the transcription start
site of the E-cadherin gene promoter has been shown to be substantial and may prove to be helpful in the
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future in identifying susceptible individuals [98]. Screening exon 3 of -catenin from a panel of 81 primary
prostate cancers, 22 lymph node metastases from untreated patients and 61 metastatic tissues from 19 patients
who had died of hormone-refractory disease, using single-strand conformation polymorphism (SSCP) and
DNA sequencing, has identified putative activating mutations (missense and deletion) in 5% of samples.
One patient was found to have the same 72 base pair deletion in each of 19 separate metastases, indicating
that this change was associated with a clonal population of metastatic cells. Complementary in vitro work
showed increased -catenin nuclear activity in prostate cancer cell lines. These data implicate the -catenin
signaling pathway in the development of a subset of prostate cancers [96].

cDNA microarray screening has also been used to compare gene expression patterns in benign prostate
hyperplasia (BPH) and tumor samples. Screening of three individual cDNA arrays identified eight genes
with three-fold greater expression in six tumor samples than in one nontumor sample and one BPH sample.
Real-time PCR was used to confirm the overexpression of these eight genes, as well as 12 genes selected
from the literature, against a panel of 17 tumors and 11 BPH samples. Two genes, -catenin (delta-catenin/
CTNND2), an adhesion junction-associated protein that promotes cell scattering, and prostate-specific
membrane antigen (PSMA/FOLH1) were found to be significantly overexpressed in the prostate cancer
samples [99].

Estrogen-modulated transgenic mice, such as ER-knockouts ( ERKO and ERKO), aromatase-knockout
(ArKO) and aromatase-overexpressing (AROM+) mice have all contributed to an understanding of the roles
of estrogens in male reproductive biology, including prostate growth and development. Varying pathological
changes of the prostate have been identified as being the result of aberrant actions of estrogen, both directly
through ER or indirectly by altering the endocrine status of the mice. Further characterization and
manipulation of these estrogen-modulated mice should lead to a more complete understanding of the
hormonal regulation of the prostate gland and potentially pave the way for improved therapies for prostate
cancer [100].

Locally advanced, relapsed and metastatic prostate cancer has a dismal prognosis with conventional
therapies offering no more than palliation. Gene expression profiling has shown that the polycomb group
protein enhancer of zeste homolog 2 (EZH2) is over-expressed in hormone-refractory, metastatic prostate
cancer. This study indicated that dysregulated expression of EZH2 may be involved in the progression of
prostate cancer as well as being a marker that distinguishes indolent prostate cancer from those at risk of
lethal progression [101].

A novel candidate susceptibility gene (ELAC2) has been identified recently on chromosome 17p. Carriers
of mutations in ELAC2 have been found to display a higher risk of developing prostate cancer.
Overexpression of ELAC2 in tumor cells causes a delay in G2-M progression resulting in the accumulation
of cyclin B levels [102].

Finally, locoregional administration of nonviral and viral vectors can yield impressive local gene
expression and therapeutic effects in experimental models. As our understanding of these genes and the
molecular biology of prostate cancer improves it is anticipated that gene therapy may make a significant
contribution to the management of prostate cancer in the future [103]. 
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11
Leukemia and lymphoma

11.1
Introduction

The age-adjusted death rates for leukemia in the major industrialized countries are shown in Table 11.1.
Chromosome abnormalities are a common feature in leukemias and lymphomas. For example, in acute

myelogenous leukemia (AML) over 160 structural chromosomal abnormalities have been observed to date
[2]. These genomic aberrations have sometimes, as in chronic lymphocytic leukemia (CLL), been found to
be important independent predictors of disease progression and survival [3]. Many oncogenes have been
identified in leukemias and lymphomas because of the presence of consistent chromosomal translocations
which can be identified cytogenetically [4]. While there was relatively little evidence that the wide variety of
genes known to be associated with chromosome translocations were actually capable of causing tumors in
vivo, it was assumed from their consistent association with translocations that they were oncogenes although
functional evidence was often lacking [5]. However, considerable evidence has accumulated over the last
decade to implicate them in the oncogenic process and the breakpoint in one of the chromosomes has
frequently been shown to occur in, or close to, an oncogene, some of which are indicated in Table 11.2.

The numerous chromosomal alterations and chromosomal translocations that occur in leukemias and
lymphomas are thought to cause oncogenic activation through one of two mechanisms. The first is gene
activation after translocations involving the T cell receptor (TCR) or immunoglobulin gene loci and the
second is gene fusion, which occurs when the TCR or immunoglobulin genes are not involved in the
translocation process and results in the fusion of the coding regions of two genes which in turn leads to a
fusion or chimeric protein with altered functional properties [5, 6 and references therein]. Transcription

Table 11.1 Age-adjusted death rates for leukemia in the major industrialized countries of the world (2000)

Abstracted from [1].



factors regulate cell growth, differentiation, and apoptosis by binding to specific DNA sequences within the
promoter regions of growth-regulatory genes and modulating expression of these genes. Oncogenic activity
can result from activation of existing transcription factors (including lineage-specific transcription factors
which are involved in normal hematopoietic differentiation), abnormal expression of transcription factors,
abnormal expression of transcription factor genes, or the formation of chimeric transcription factor genes
[7, 8]. Several fusion proteins generated by chromosomal translocations are chimeric transcription factors,
i.e. new transcription factors formed by the fusion of portions of two transcription factors. The activity of
these fusion proteins differs considerably from their normal counterparts and they are thought to deregulate
the expression of target genes controlled by the wild-type transcription factors. An example of this is the
BCR-ABL fusion protein (see Section 11.5).

Oncogene products, which can include growth factors, kinases and GTP-binding proteins, in addition to
transcription factors, participate in the signaling pathways from the cell surface to the nucleus. Stem cell
self-renewal, commitment to differentiation and progenitor cell expansion or terminal differentiation are
controlled by the activity of growth factors and nuclear regulators. Alterations in any of the signaling
pathways, such as those induced by chromosomal abnormalities, have the potential to induce transformation
[7].

This is complicated by the fact that mammalian transcription factors are often members of large protein
families that bind to similar DNA sequences, which raises the question of whether members of a particular
family regulate expression of overlapping or unique sets of genes. In general, in vitro DNA-binding assays
indicate that factors having similar DNA-binding motifs bind to similar DNA sequences. It is this commonality
of DNA-binding motifs that raises the problem that if a group of different transcription factors can all bind
to the same sequence, how does one determine which member of the family regulates a particular target gene?
The corollary of this is how can increased levels of activity of one member of a family of transcription factors
cause neoplastic transformation whereas high levels of other, very similar, family members do not lead to
loss of cell growth control? [9].

Table 11.2 Chromosomal translocations in leukemia and lymphoma associated with oncogenes
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A ‘master gene’ model has been postulated to explain the consistent observation in acute leukemias that
genes involved in transcriptional regulation are activated by association with TCR or immunoglobulin
genes after chromosomal translocation. These activation processes cause the transcription of the master
genes in cells that would not normally express them. In cancers, the master gene products bind to their
specific activation targets and cause responder target genes to be transcribed. These in turn may bind to
specific targets in the genome and cause responder target genes to be transcribed [5, 10].

A detailed discussion of all the transcription factors that have been identified in association with
translocations in leukemias and lymphomas is beyond the scope of this chapter. Only some of these are
discussed below and for a more detailed treatment the reader is referred to the excellent reviews that exist
on this topic [7, 11, 12]. In addition, other oncogenes commonly identified in human tumors, such as the RAS
family, have also been found to be associated with leukemias and lymphomas and are discussed below.

11.2
TEL/JAK2

The ETS (external transcribed spacer) family of transcription factors plays important roles in B cell
development, hematopoiesis and signal transduction. TEL (translocation, ETS, leukemia) is an ETS family
member that is a common target of gene rearrangements in leukemia. TEL is a site-specific DNA-binding
transcription factor. TEL is rearranged in AML, chronic myelomonocytic leukemia (CMML),
myelodysplastic syndrome (MDS) and acute lymphoblastic leukemia (ALL). There are more than 20
different chromosomal translocations in human leukemia involving the TEL gene [9], Different regions of
the TEL gene are retained in different leukemias. For example, TEL/MNI fusion results in the disruption of
ETS target genes. The TEL/AML1 fusion is frequent in ALL and is the most common gene rearrangement in
pediatric malignancy. AML1 normally binds to a DNA sequence in the transcriptional regulatory region of
the TCR and in a variety of cytokines and their receptors. The TEL/AML1 fusion protein is therefore
thought to deregulate transcriptional activity of AML1 target genes. It has been proposed that the TEL/AML1
fusion protein is a dominant interfering protein that can efficiently down-regulate all AML-regulated target
genes and that it is the loss of AML-activated gene expression that causes leukemia.

TEL/JAK2 (Janus kinase 2) fusion protein is found in both lymphoid and myeloid leukemias. The JAKs
are receptor-associated tyrosine kinases involved in the intracellular signaling pathways of several cytokines
and growth factor receptors [7].

11.3
MYC

The involvement of the MYC gene in Burkitt’s lymphoma (BL) is probably one of the most studied of all
events involving oncogenes. The translocation between chromosomes 8 and 14 is a highly consistent
rearrangement found in approximately 80% of BL patients. In the remaining patients the translocation
occurs between chromosomes 8 and either 2 (~15%) or 22 (~5%). This translocation places the MYC gene
from chromosome 8 next to the immunoglobulin (Ig) heavy chain locus on chromosome 14 or the K and 
constant region exons, on chromosomes 2 and 22, 3' of the MYC gene on chromosome 8 (Figure 11.1). In
the commonest translocation the breakpoint on chromosome 8 occurs on the 5’ side of the second exon of
the MYC gene. This means that the two coding exons of the gene—exons 2 and 3—are always translocated
and placed close to the constant region of the immunoglobulin heavy chain locus on chromosome 14. In the
two less common translocations the breakpoint is distal to the MYC gene. In all cases, the coding exons of
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MYC do not undergo any structural rearrangement. Instead the translocation results in deregulation of MYC
with the timing and level of expression of MYC protein being changed dramatically [4]. Following the general
rule that the development of malignancy is a multistage event, other changes are necessary for the
development of BL. In one model the first change is chronic stimulation and activation of the B cells by
infectious agents, primarily Epstein-Barr virus, leading to the emergence of immortalized clones. The
second stage is the translocation involving MYC. A second model proposes that these two events occur in
the reverse order. Additional changes in other oncogenes are likely to follow these two steps [14], for
example p53 mutations have been detected in approximately one-third of fresh BL tumor specimens [15].

Although a sensitive marker for BL, MYC rearrangements are not specific as they are occasionally seen in
larger B cell lymphomas, lymphoblastic lymphomas, in an unusual subset of aggressive transformed
follicular lymphomas and in a significant fraction of late-stage multiple myelomas [15]. Flow-cytometric
detection of p62 has demonstrated a correlation between MYC protein levels and the aggressiveness of
malignant nonHodgkin’s lymphomas of B-cell origin (B-NHLs).

The position of the chromosomal breakpoints in MYC and the various Ig genes is widely dispersed, which
has made it difficult to design polymerase chain reaction-based tests for MYC/Ig fusion genes [15].
However, there is some evidence that there is variation in an RFLP associated with the MYCL locus, which
plays a role in both survival and susceptibility to nonHodgkin’s lymphoma and acute lymphoblastic
lymphoma.

Little is known of the mechanisms that cause chromosomal breaks in MYC. Experiments with transgenic
mice have shown that juxtaposition of Ig enhancer sequences and MYC creates an oncogene [15]. The
recent use of cDNA microarrays to identify gene expression signatures specific for a variety of B cell
lymphomas [16] should permit a much more detailed description of gene and protein expression in primary
BL cells in the near future (see Section 11.16).

Figure 11.1

Molecular basis of the translocation between the MYC gene on chromosome 8 and the immunoglobulin heavy chain on
chromosome 14 which occurs in the majority of cases of Burkitt’s lymphoma. Adapted from [13].
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11.4
BCL1 and BCL2

In some B cell lymphoproliferative diseases, including 30–39% of mantle cell lymphomas (MCLs), a t(11;
14)(q13;q32) translocation has been observed [17, 18]. This translocation involves the immunoglobulin
heavy chain locus at chromosome 14q32 and the chromosome 11q13 region and is analogous to the t(8;14)
translocation described earlier where MYC is placed adjacent to the immunoglobulin heavy chain enhancer.
The translocated 11q13 region is known as the BCL1 locus The CCND1 gene has been implicated as the
relevant proto-oncogene within the BCL1 locus and its protein product is cyclin D1. CCND1 is involved in
the G1 to S transition in the cell cycle [18 and references therein] (see Chapter 4).

A translocation between chromosomes 14 and 18 is found in approximately 85% of follicular lymphomas
and involves the oncogene BCL2 on chromosome 18, placing it next to the immunoglobulin heavy chain
locus. Progression of follicular lymphomas to a more aggressive form is frequently associated with
overgrowth of subclones containing chromosomal changes, in addition to the characteristic 14; 18
translocation. In some cases this is associated with an 8; 14 translocation involving the MYC gene, as seen
in Burkitt’s lymphoma. The BCL2 translocation is not entirely specific for follicular lymphomas; it has also
been reported in occasional cases of CLL, ALL, and small noncleaved lymphoma, as well as in diffuse
large-cell lymphomas and a variable number of Hodgkin’s disease cases. The presence of the translocation
may indicate a derivation from follicular lymphoma in these last two situations; in other neoplasms,
however, it may represent a common first step to tumorigenesis, which may be followed by unique
additional events [17 and references therein]. BCL2 protein expression similarly lacks diagnostic specificity
because of its ubiquity. This protein is normally expressed in hematopoietic precursors and basal cells and
in long-lived cells, such as medullary thymocytes and peripheral T cells and the B cells of the mantle zone
of the follicles. The protein is not expressed in reactive germinal centers, a feature of diagnostic importance
when compared with the strong immunostaining of neoplastic follicles. In addition to the follicular
lymphomas, overexpression of BCL2 protein has been reported in diffuse lymphomas of both T and B cell
lineages and both small and large cell type, CLL, ALL, plasma cell neoplasms, myeloid dysplasia and
Hodgkin’s disease. There must, therefore, be other mechanisms, besides the t(14;18) translocation, that can
lead to BCL2 overexpression, either by deregulating the oncogene or by acting at the translational or post-
translational level. One of these mechanisms is the up-regulation of BCL2 protein expression by EBV [19].

It is now known that BCL2 and related cytoplasmic proteins are key regulators of apoptosis, the cell
suicide program critical for development, tissue homeostasis, and protection against pathogens. Those most
similar to BCL2 promote cell survival by inhibiting adapters needed for activation of the proteases
(caspases) that dismantle the cell. More distant relatives promote apoptosis instead, apparently through
mechanisms that include displacing the adapters from the pro-survival proteins. Thus for many, but not all
apoptotic signals, the balance between these competing activities determines cell fate. BCL2 family
members are essential for maintenance of major organ systems, and mutations affecting them are implicated
in a variety of cancers [20, 21and references therein]. At least 20 BCL2 family members have been
identified in mammalian cells which are divided into three subfamilies; BCL2 (promotes cell survival—
BCL2, BCLXL, BCLW, MCL1, A1); BAX (pro-apoptosis BAX, BAK, BOK) and BH3 (pro-apoptosis—
BIK, BLK, HRK, BNIP3, BIM1, BAD, BID) [21]. All members possess at least one of four conserved
motifs known as BCL2 homology domains (BH1 to BH4). Most pro-survival members, which can inhibit
apoptosis in the face of a wide variety of cytotoxic insults, contain at least BH1 and BH2, and those most
similar to BCL2 have all four BH domains. The two pro-apoptotic subfamilies differ markedly in their
relatedness to BCL2. BAX, BAK and BOK (also called MTD), which contain BH1, BH2 and BH3,
resemble BCL2 fairly closely. In contrast the seven other known mammalian ‘killers’ possess only the
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central short BH3 domain; they are otherwise unrelated to any known protein, and only BIK and BLK are
similar to each other [20, 21].

Apoptosis normally eliminates cells with damaged DNA or an aberrant cell cycle, i.e. those most likely to
give rise to a neoplastic clone. With the discovery of the anti-apoptotic function of the BCL2 oncogene the
concept emerged that a raised threshold for apoptosis represents a central step in tumorigenesis [17]. The
oncogenic impetus of BCL2 translocation, seen in most follicular lymphomas and some cases of diffuse
large cell lymphoma and CLL has been verified in transgenic mice. All pro-survival BCL2-like genes are
potentially oncogenic, and some mutations probably increase their expression indirectly. In hematopoietic
cells, oncoproteins such as MYB, RAS, and AML1-ETO induce BCL2 expression which is often elevated in
myeloid leukemia. The risk of B lymphoid tumors is enhanced probably because BCL2 can countermand
the apoptotic action of other oncoproteins such as MYC. Expression of BCL2 may also constitute a major
barrier to the success of genotoxic cancer therapy [22 and references therein]. It should be noted here that
although the evidence from human tumors that cancer generally requires impaired apoptosis is not
overwhelming, the hypothesis is strongly supported by experimental models [21].

Despite the above, the exact mechanism(s) of BLC2’s anti-apoptotic function is not yet clear and, as
indicated earlier, BCL2 expression does not correlate consistently with a worse outcome or with resistance
to anticancer therapy as for example in pediatric ALL patients, where response and survival following
chemotherapy is independent of BCL2 expression. These findings indicate that expression of BCL2 alone may
not be enough to protect cells from apoptosis and the discovery that BCL2 is post-translationally modified
by phosphorylation supports another level of regulation of function for this family of proteins [23].

Diffuse B cell nonHodgkin’s lymphomas with t(14;18)(q32.3;q21.3) have a worse prognosis than those
without this translocation and the development of a sensitive PCR assay has enabled one NHL cell in 105

normal cells to be detected, making the screening of bone marrow for residual malignant cells after therapy
feasible [24].

11.5
ABL/BCR

The Philadelphia chromosome (Ph) is the result of a reciprocal recombination between chromosomes 9 and
22 which generates a shortened chromosome 22 (Ph) and an elongated chromosome 9. The discovery of the
Ph chromosome and its consistent involvement in CML was the first time that a relationship between a
cytogenetic abnormality and malignancy was demonstrated [22]. A 9;22 translocation is found in
approximately 90% of all cases of CML. It is not diagnostic for this disease, as it is also present in 25% of
adult ALLs, in 2–10% of childhood ALLs and in occasional cases of AML. The breakpoints on
chromosome 9 are located in the first and second introns of the ABL oncogene. The ABL gene comprises
two alternative first exons, 1a and 1b, and the common exons 2–11. An exceptionally long first intron
spaces the first exon (1b) 200kb 5' from exon 1a (Figure 11.2). Two transcripts can be formed by alternative
splicing, 1a (6kb) and 1b (7kb). The two mRNA molecules encode two proteins of about 145 kDa in size
which belong to the family of nonreceptor tyrosine kinases. The b form is myrostilated at an amino terminal
glycine residue which directs the protein to the plasma membrane. The ABL protein contains the
aminoterminal part encoded by exon 1a, lacks the myrostilation signal and is predominantly present in the
nucleus [25]. Overexpression of ABL results in cell cycle arrest, similar to tumor suppressor genes such as
p53 and RB.
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Figure 11.3
ABL and BCR protein functional domains. SH3 and SH2 domains at the amino terminal part of ABL are involved in
protein-protein interactions. The SH1/tyrosine kinase domain plays a crucial role in the phosphorylation of targets such
as CRKL and 62 Kdadok in CML Between residues 525 and 717 there are three proline-rich stretches, known as abl
binding sites 1, 2 and 3, which can bind to other SH3-containing proteins. A nuclear localization signal (NLS) is located
between ab2 and ab3 which can direct the protein to the nucleus. Near to the carboxyterminal end a stretch of acidic
residues are involved in the binding of ABL to DNA. At the carboxyterminal end an actin-binding site is present which
is crucial for the localization of the cytoplasmic BCR-ABL fusion protein thus determining the availability of substrates
for tyrosine kinase. At the amino terminal end of BCR there is a dimerization domain (DD) which is involved in
coiledcoil oligomerization of BCR and also mediates dimerization of the BCR-ABL protein which is probably essential
for the transforming potential of BCR-ABL. This is followed by a domain which can bind at the SH2 domain of ABL,
followed by a region with a unique serine/threonine kinase activity, a region of homology with Rho guanine-nucleotide
exchange factors (Rho-GEF), a region which might be involved with calcium-dependent lipid binding, and a region
which is implicated with Rac-GTPase activating protein (Rac-GAP) function. The exact role of these domains and how
they work in concert has to be elucidated. Adapted from [25].

On chromosome 22, the breakpoint occurs within the breakpoint cluster region (BCR) gene. It spans a region
of 135kb and comprises 23 exons (Figure 11.2). The BCR gene is a member of a gene family of unclear
function which also includes the BCR2, BCR3 and BCR4 genes. Gene expression gives rise to two mRNA
types of 4.5 and 6.7 kb which are both translated into a 160 kDa protein but several different BCR proteins
can be identified ranging in size from 83–190 kDa [25]. Several different structural regions have been

Figure 11.2

The ABL and BCR genes. Boxes indicate exons and spaces between boxes are introns. Breakpoint regions are indicated
with arrows. Three breakpoint clusters have been identified in the BCR gene. The minor breakpoint cluster region
(mBCR) is located in the first large intron of the BCR gene and is associated with the Philadelphia chromosome-positive
ALLs. The major BCR (MBCR) region is present on the 3' side of the gene and breakpoints in this cluster are between
exons 13 and 14 or 14 and 15. Philadelphia chromosome-positive leukemias with breakpoints in this region are most
frequently CMLs. The BCR region is located between exons 19 and 20. Adapted from [25].
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identified in the BCR protein (Figure 11.3). A role for BCR protein in cell cycle regulation has been
suggested.

In the majority of patients with CML breakpoints in intron 1 or 2 of the ABL gene and in the major
breakpoint cluster (MBCR) of the BCR gene (Figure 11.2) result in the formation of a BCR-ABL gene
expressing either the b2a2 or b3a2 mRNA variant (Figure 11.4). Both types of mRNA are translated into a
fusion protein of 210 kDa with elevated constitutive protein-tyrosine kinase activity. Since a large number of
in-frame BCR-ABL fusions are possible, the number of variant BCR-ABL genes leading to functional fusion
proteins are in   theory vast [25]. Recent work suggests that BCR/ABL inhibits the expression of a key cell
cycle inhibitor, p27 (Kip1), which is a widely expressed inhibitor of CDK2 [26].

A much greater heterogeneity in breakpoints has been found for BCR compared to ABL (Figure 11.4). As
a result of the reciprocal recombination an ABL-BCR gene is also formed but no ABL-BCR protein has been
detected in samples from patients so far so its biological role and/or clinical relevance remains unknown at
present [25].

STAT (signal transduction and activation of transcription) proteins are latent cytoplasmic transcription
factors that affect gene transcription via the activation of the Janus kinases (JAK) and the subsequent
recruitment of STAT to an activated receptor complex. STAT5 is constitutively activated in BCR/ABL
expressing cell lines. STAT5 activation is involved in antiapoptotic activity and cell cycle progression
induced by BCR/ABL and has been shown to be important for BCR/ABL -mediated leukemogenesis [7].

The ability to detect the presence of a BCR/ABL fusion gene by PCR has also allowed the development of
a very sensitive diagnostic test for CML (Figure 11.5). In addition, it has been used successfully in the
detection of the presence of residual disease following bone marrow transplantation. This might permit
early therapy for patients with residual disease and thereby help to sustain remission. The major problem
with this technique is also the reason for its use, that is, its high sensitivity. The persistence of low levels of
Ph-positive cells has been a consistent finding and it is not yet clear how many of these cells are necessary

Figure 11.4

BCR-ABL fusion proteins. Breakpoints in the mBCR region of the BCR gene give rise to the fusion of BCR exon 1 (e1)
with ABL exon 2, generating a fusion protein of 185 kDa. Breakpoints in the MBCR region give rise to the fusion of
either BCR exon 13 (b2) with ABL exon 2 or to the fusion of BCR exon 14 (b3) with ABL exon 2. Both fusions generate
a protein of about 210 kDa. Breakpoints in the µBCR give rise to the fusion of BCR exon 19 (c3) with ABL exon 2
generating a fusion protein of about 230 kDa. Adapted from [25].
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to re-establish disease. In the near future long-term follow-up of these patients will hopefully clarify this
point and allow post-transplant therapy to be initiated where necessary.

11.6
AML 1/CBF /ETO(MTG8)

A number of cases of AML are not associated with a consistent chromosome translocation but rather with
small mutations in the coding region of lineage-specific transcription factors. In many of the cases of AML
that are associated with a common chromosome translocation, the resulting translocation product disrupts
the expression of the same lineage-specific factors [8]. In fact, the most common genetic mechanism
associated with AML as well as ALL is the aberrant expression of a transcription factor or the production of
an abnormal transcription factor, supporting the view that disruption of normal differentiation is a key
component in the development of these malignancies [8].

The AML1 and CBF  subunits of core-binding factor (CBF) are involved in several chromosomal
abnormalities frequently associated with acute leukemias. As a result, the CBF -SMMHC, AML1-ETO and
AML1-MDS1/EVI1 fusion proteins are expressed in subsets of AML and TEL-AML1 is expressed in B-
lineage ALL [7, 11]. CBF 2 (AML1) is a DNA-binding subunit in the family of CBFs which are
heterodimeric transcriptional factors that contain a common CBF  subunit bound to one of the CBF
subunits. Expressed in hematopoietic cells, it is a key regulator of early hematopoiesis.

Figure 11.5

RT-PCR for BCR-ABL in CML patients. Outside lanes contain size markers. All tests are in triplicate. Lanes 1–3 are
samples from a CML patient with a low level of minimal residual disease with a b3a2 transcript. Lanes 4–6 are from a
patient with no evidence of MRD. Lanes 7–9 are b2a2 fusion controls in 10−2, 10−3 and 10−4 copies. Lanes 10–12 are
b3a2 fusion controls at the same dilutions. Figure courtesy of Jo Mason and Rachel Doak, West Midlands Regional
Genetics Laboratory.

 

188 MOLECULAR BIOLOGY OF CANCER



The AML1 gene a unit has a DNA-binding domain homologous to the product of Drosophila
segmentation gene, RUNT. The ETO(MTG8) gene is localized on chromosome 8q22 and encodes the
mammalian homolog of the Drosophila protein NERVY. Identification of other ETO family members
involved in translocations with AML1 suggest that the ETO sequences are critical for the transforming
activity of these fusion proteins.

The first genetic rearrangement to be discovered was t(8;21) in patients with a form of AML. The AML1
gene is located at the translocation breakpoint on chromosome 21 in the t(8;21)(q22;q22) translocation
(AML1/ETO) and the fusion protein is present in 12% of AML cases. The encoded fusion protein consists
of the N-terminal 177 amino acids of AML1 fused in-frame to almost the complete ETO protein. It is still
able to heterodimerize with CBF  and interact with CBF DNA-binding sites, however, the fusion protein
binds through its ETO sequences to both ETO/MTG family members and a corepressor complex which results
in repression of genes that are normally activated by AML1/CBF , thereby inhibiting transcription. In
addition, AML1/ETO may indirectly repress transcription through interactions with other transcription
factors [27]. AML1/ETO also activates the promoters of genes encoding BCL2 and the M-CSF receptor
through AML1-binding sites and is expressed in myeloid progenitor cells [7]. For a review of the expression
and function of the ETO gene family readers are referred to [28].

Although p14/19 (ARF) is a tumor suppressor protein that blocks MDM2-mediated p53 degradation [29]
it has been shown that the p14 gene is a direct target for repression by AML1/ETO, which may begin to explain
why p53 is not mutated frequently in acute leukemias [30].

11.7
TLS/ERG

The t(16;21)(p11.2;q22.2) translocation is found in myeloid leukemia and is associated with a poor
prognosis in AML, secondary AML associated with MDS, and CML in blast crisis. It juxtaposes the TLS/
FUS (TLS) gene on chromosome 16 and the ERG gene (ETS-related gene) on chromosome 21 and forms the
TLS/FUS fusion gene.

The TLS gene was originally identified in liposarcomas and encodes an RNA-binding protein. ERG
encodes a transcriptional activator of the external transcribed spacer (ETS) proto-oncogene family. The
chimeric protein that is produced by the fusion gene contains an altered transcriptional activating and DNA-
binding domain [7]. The exact mechanisms by which the TLS fusion proteins lead to transformation are not
yet established.

11.8
PML/RAR

Cells typically contain 10–30 nuclear bodies/nucleus. Multiple different biological functions have been
attributed to the various nuclear body components—many seem to be involved in transcriptional regulation.

The PML gene was originally cloned as the t(15;17) chromosomal partner of the retinoic acid receptor
RAR  (a member of a superfamily of nuclear hormone receptors) in acute promyelocytic leukemia (APL) in
which fusion genes encoding PML-RAR  and RAR -PML fusion proteins are generated [12]. In APL,
PML, together with the other nuclear body components, is delocalized from the nuclear body into abnormal
nuclear structures. Research on PML in the past few years has revealed an important role for this protein in
essential cellular functions such as cell proliferation, differentiation and tumor suppression [7]. PML and its
modification by SUMO-1 (an ubiquitin-like protein) are essential for the proper formation of the nuclear
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body. PML and the nuclear body can control gene expression through regulation of the transcriptional
activity of nuclear receptors and other transcriptional factors.

11.9
ALL-1 and 11 q23 translocations

A gene, variously designated as ALL-1, MLL (myeloid-lymphoid or mixed lineage leukemia), HRX or
HTRX, has been shown to have a critical role in multiple leukemic groups, as well as in occasional
lymphomas, primarily by forming a ‘fusion gene’ with many partners from different chromosomes resulting
in the synthesis of chimeric RNAs and most likely of chimeric proteins. Alterations in the ALL-1 gene are
found in 5–10% of all human leukemias and the ALL-1 gene is rearranged in the vast majority of 11q23
abnormalities. The various acute leukemias, both lymphoid and myeloid, with cytogenetic and molecular
evidence for alterations in ALL-1, uniformly carry a poor prognosis [31]. The t(4;11) translocation is the most
common genetic alteration in early childhood leukemia and this, along with other rearrangements of the
ALL-1 gene, sometimes submicroscopic, apparently contributes to at least 70% of the acute leukemias
occurring in children under the age of 1 year. Secondary leukemias with 11q23 rearrangements typically
have a myeloid phenotype and, as with the de novo leukemias, these are clinically aggressive and respond
poorly to therapy.

ALL-1 is involved in translocations with an astonishing number of chromosomes and thus genes on other
chromosomes. Over 40 different translocations have been identified and in 16 of them the breakpoints have
been cloned, all leading to in-frame fusions and, presumably, to functional fusion proteins [4]. Critical
studies of ALL-1 function, as have been carried out for AML1 for example, will not be possible until the
target gene or genes of ALL-1 have been identified [4].

11.10
RBTN T cell oncogenes

RBTN1 (TTG1) is located on chromosome 11p15 and is activated by the t(11;14)(p15;q11) translocation
(see Table 11.2). RBTN2 is located on 11p13 and is activated by the translocation t(11;14)(p13;q11). RBTN3
is located on chromosome 12p12–13 and has not yet been found to be associated with a chromosomal
translocation. The RBTN family of genes encode proteins with the cysteine-rich LIM domain that is similar
to the electron transport protein ferredoxin and to zinc finger proteins. The LIM domain has been found in a
number of proteins that are thought to be involved in developmental regulation [5]. While it is assumed that
the RBTN family of genes are T cell oncogenes that are activated by chromosomal translocations, the only
direct evidence that RBTN1 and RBTN2 can participate in tumorigenesis has been obtained from studies in
transgenic mice [5].

11.11
Cyclin-dependent kinase 4 inhibitor, CDKN2 (p16/MTS1/INK4a)

Approximately 10% of patients with ALL have cytogenetic abnormalities involving 9p21–22, the locus
encoding the putative tumor suppressor gene CDKN2 (see Chapter 4). Homozygous deletion seems to be a
major mechanism for activating CDKN2 in ALL, CLL, malignant lymphoma, lymphoid transformation of
chronic myelogenous leukemia and adult T cell leukemia. Less frequently, mutation of one allele and
concomitant loss of the remaining allele is responsible for CDKN2 inactivation, and this occurs
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preferentially in T phenotype ALL [32 and references therein]. In addition, recent studies have shown that
inappropriate methylation of p16’s promoter is a major mechanism of gene silencing in leukemia [33].
Whatever the mechanism, it appears that the disruption of 9p21 is an early event in the development of
leukemia [34].

Deletions at the INK4a/ARF locus often encompass and inactivate at least two other nearby potential
tumor suppressor genes, p15 (INK4b/MTS2) and p14 (ARF) indicating that one event can result in the
silencing of two or more genes [33, 35].

11.12
RAS

RAS is one of the most frequently deregulated proteins in leukemias, estimated to be mutated in at least 30%
of cases [36]. In reality, RAS deregulation is probably significantly higher, as deregulation of guanine-
nucleotide exchange factors (GEFs) or GTPase-activating proteins (GAPs), overexpression of growth factor
receptors, autonomous cytokine production, mutation within the RAS promoter or activation by cooperating
oncogenes, such as BCR-ABL, may all lead to constitutive signaling of RAS without mutations in RAS
itself [37 and references therein]. 

The elucidation of the mitogen-activated protein kinase (MAPK) pathway has been one of the major
breakthroughs in signal transduction research in recent years [25]. Deregulation of members of this cascade,
such as RAS, have been investigated and are of great importance in, for example, AML. Although RAS
mutations are very rare in chronicphase CML cells, the MAPK pathway is probably very important for the
transforming activity of BCR-ABL [25 and references therein]. Research on the role of RAS is ongoing but
not all signaling by RAS goes through the MAP kinase pathway.

Mutations in RAS genes, particularly NRAS, occur frequently in AML and less commonly in CML [38].
In MDS and AML, a mutation has been found in the RAS gene in 20–30% of cases: this is usually in NRAS,
occasionally in KRAS and infrequently in HRAS. Several studies have suggested that patients with MDS and
a RAS mutation are more likely to progress to AML and hence have the worst prognosis. However, as there
are examples of MDS patients with a RAS mutation in their multipotent stem cells who have stable disease,
this marker is unlikely to be of use on its own as a prognostic indicator. Secondly, AML patients with or
without RAS mutations do not have a significantly different prognosis and no relationship with degree of
differentiation can be seen [38]. Alternative roles for the RAS mutation may be as a marker for monitoring
the effects of chemotherapy or for detecting minimal residual disease [36].

In a large study of childhood ALL, point mutations were found in 6% of cases at codons 12 or 13 of
NRAS. These cases had a significantly higher risk of hematological relapse and a trend towards a lower rate
of complete remission than those without RAS mutations. Presence of RAS mutations was independent of
other high-risk factors for ALL and may therefore be a useful prognostic indicator. Patients with AML and
RAS mutations have been shown to have a poor response to chemotherapy and low remission rates [37].

Despite extensive debate on its role, RAS deregulation in leukemia is accepted as contributing to disease
aggression, immune evasion and reduced patient survival [37].

11.13
p53

p53 mutations occur moderately often in hematological malignancies and are particularly associated with
progression of disease in both lymphoid and myeloid leukemias and lymphomas. In addition, p53 mutations
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occur very frequently in Burkitt’s and other highgrade B cell lymphomas. Also, the Reed-Sternberg cells in
Hodgkin’s lymphoma express high levels of mutant p53, suggesting a major contribution of these cells to
the disease [39]. A high incidence of p53 gene mutation has also been found in mucosa-associated lymphoid
tissue (MALT) lymphomas suggesting that p53 plays an important role in the development of these
lymphomas, particularly in high-grade transformations [40]. There is also a close association between p53
abnormality and the replication error (RER+) phenotype, suggesting that the two affect each other [40].
Elevated BCL2 expression may be related to loss of p53 expression. Functional p53 not only acts as a
repressor of BCL2 gene expression but also promotes transactivation of BAX. Thus loss of p53 not only
disables a cell’s intrinsic mechanism to survey DNA damage, but may also dramatically alter the anti- to
pro-apoptotic ratio of BCL2 family proteins [37]. It has been demonstrated recently that the BCL2 promoter
is the target for repression by p53 [41]. The prognostic significance of these associations has yet to be
determined.

11.14
MDM2

The murine double minute-2 (MDM2) gene has been studied in patients with B cell CLL or B cell NHL.
MDM2 gene expression was low in normal B cells, whereas 28% of the patients with B-CLL or NHL had more
than 10-fold higher levels of MDM2 gene expression. This overexpression was found more frequently in
patients with the low-grade type of lymphoma (56%) than in those with intermediate-/high-grade types
(11%) and was found significantly more frequently in patients at advanced clinical stages. These results
suggest that MDM2 gene overexpression may play an important role in the tumorigenicity and/or disease
progression of CLL and low-grade lymphomas of B cell origin [42].

11.15
Detection of minimal residual disease (MRD)

The detection of residual cells derived from the malignant clones which remain after treatment has been the
focus of many studies the purpose of which has been to determine whether cure or relapse can be predicted
from the number of these MRD cells. Many approaches have been developed for the detection of MRD
including cytogenetic, western blotting, Southern blotting, FISH, phenotypical characterization and
functional analysis, and PCR (standard, competitive quantitative and real time) [25, 43] (Figure 11.6).

The degree of tumor load reduction after therapy is an important prognostic factor for patients with CML.
Conventional metaphase analysis has been considered to be the ‘gold  standard’ for evaluating patient
response to treatment but this technique normally requires bone marrow aspiration and is therefore invasive.
Molecular methods can be performed on peripheral blood specimens with obvious advantages [43].

Detection of MRD by cytogenetic analysis and the measurement of surface or immunological markers
using flow cytometry (phenotyping) has improved the sensitivity over histochemical techniques. However,
PCR analysis has revolutionized the sensitivity of detection as chromosomal rearrangements can now be
detected with a theoretical sensitivity of one malignant cell in a population of 105–106 cells [6 and references
therein]. The Ig and/or TCR clonal rearrangements present at diagnosis in lymphoid leukemias and
lymphomas provide a useful target which marks the abnormal cell progeny. Following PCR amplification
of one or more of the clonal antigen receptor gene rearrangements present at diagnosis, a clone-specific
probe can be produced to aid in the detection of residual cells in post-therapy samples.
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However, the extreme sensitivity of the PCR has brought its own problems including the risk of
contamination resulting in false-positive results. Questions must also be addressed concerning the nature of
the residual cells harboring the disease-specific marker. Many patients are PCR positive after achieving
clinical remission status but progress to become PCR negative. Are PCR-positive cells present in a biopsy
from a patient during clinical remission, clonogenic? It may not be ethical to intervene with additional
therapy in patients who are judged PCR positive but who have no other clinical manifestations of disease
[44]. Some CML patients, for example, can remain PCR positive for BCR/ABL without hematological
relapse for years. Efforts are being directed at establishing more quantitative assays in order to determine not
only whether residual or disseminated disease is present, but also at what level [45]. Quantitative
determination of residual disease levels after treatment for patients with CML may be achieved by a variety
of methods including real time quantitative PCR, which may shortly become a routine basis for clinical
decision making, not only for CML (Figure 11.7) but also in other leukemias with specific molecular
markers [43].

Figure 11.6

Real-time amplification curves of serially diluted plasmid (Ips-bcr-abl) containing a BCR-ABL insert representing 1×10
−6, 1×10−5, 1×10−3, 1×10−2 and ten copies respectively. PCR cycle number has been plotted on the x axis and the change
in fluorescent reporter dye on the y axis (DRn). The cycle threshold (Ct) is defined as the cycle number at which the
DRn crosses a defined threshold above baseline. Each sample has been run in triplicate and the plots shift to the right
with each dilution therefore the Ct value increases as the amount of RNA decreases. Figure courtesy of Suzanna Akiki,
Mike Griffiths and Jo Mason, West Midlands Regional Genetics Laboratory.
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The potential value of PCR analysis can be illustrated by the following examples. In CML and ALL there
is evidence that transient BCR-ABL positivity is not usually followed by hematological relapse, while patients
who have serial samples which are positive have a high risk of relapse [46]. In Philadelphia-positive ALL
an increase in BCR-ABL transcript numbers on sequential analysis after transplantation permits the early
identification of individual patients who are likely to progress to cytogenetic and hematological relapse [47].
The use of quantitative RT-PCR to monitor the kinetics of residual BCR-ABL transcripts over time has
shown that those patients destined to relapse are characterized by the reappearance and/or rising levels of
BCR-ABL transcripts [43] (Figure 11.6).

However, while molecular analysis of remission specimens can predict a significant fraction of clinical
relapses, the clinical value of MRD detection at this level of sensitivity still remains unclear. The hope remains
that the results of molecular analysis will enable the implementation of new treatment strategies for patients
whose remission marrows remain positive. The statement that in order to clarify the role of molecular
analysis in the detection of MRD, prospective studies are essential is as valid today as it was when it was
first made [6].

11.16
Refining the classification of leukemias and lymphomas

Expression profiling using microarray technology (see Chapter 14) is being used to refine the classification
of cancer with the greatest advances being seen in leukemias, lymphomas and breast cancers [48]. By
comparing the gene expression profile patterns of primary diffuse large B cell lymphomas (DLBCL) with
those of normal lymphoid cells at different stages of differentiation it was found that DLBCL could be
separated into at least two major expression subclasses: one that resembled activated normal B cells, with a
poor prognosis, and the other similar to germinal center B cells, with a good prognosis [16, 48]. In
collaboration with the Lymphoma/Leukemia Molecular Profiling Project [49] the analysis was expanded to
240 patients with DLBCL which confirmed the presence of an activated B cell-like subgroup with a poor
prognosis (median survival ~2 years) and a germinal center-like subgroup with a good prognosis (median
survival ~7 years). A third subgroup was also identified with a survival profile (~2 years) which resembled
the B celllike subgroup [48, 49]. The analysis of gene clusters revealed five patterns of expression
signatures: the germinal center signature, MHC class II signature, and the lymph node signature were
associated with a good prognosis and genes in the other categories were associated with a poor prognosis
[48].

With survival as the major endpoint a set of 13 genes was identified that clearly separated the clinical
outcomes of 58 patients with DLBCL into a good outcome group (5-year overall survival of 70%) and a bad
outcome group (5-year overall survival of 12%) [50]. Some of these genes (NORI, PDE4B, PKC- )
overlapped with the prognostic set identified by Alizadeh and colleagues [16] and showed utility in defining
prognosis individually [48]. 

Some cancers with overlapping light-microscopic features have distinct genetic etiologies, different
responses to therapeutic intervention and varying overall clinical outcomes hence accurate diagnosis is
crucial for effective treatment and follow-up of patients, e.g. acute leukemias, nonHodgkin’s lymphomas.
Tumor subtypes in ALL are usually readily diagnosed by a combination of histopathology, histochemistry,
immunophenotyping and cytogenetics, but there are examples of cases that are difficult to classify and some
that show mixed lineage [51].

Analysis of 6500 genes with a ‘training set’ of 38 samples enabled the identification of a subset of genes
expressed differentially between ALL and AML [52]. Using a weighted correlation method these
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investigators found that 50 marker genes could be used to classify an unknown leukemia sample with an
accuracy of >85%. They were also able to separate ALL samples into two groups, reflecting either B or T
cell differentiation. It was demonstrated subsequently that mixed-lineage leukemias (MLL) (characterized
by translocations involving ALL-1) were distinct from classical ALL and AML [53].

A more recent analysis of gene expression in 360 pediatric leukemias demonstrated the extent to which
gene expression profiles can readily distinguish leukemias with different phenotypes (e.g. B cell ALL or T
cell ALL), or with different oncogenic translocation products (e.g. E2A-PBX1, BCR-ABL, TEL-AML1 or
ALL-1). The application of classification algorithms to these signatures resulted in an almost 100%
predictive accuracy among leukemias of different molecular subclasses. Importantly these algorithms were
able to predict the presence of alterations in the TEL gene in the absence of a positive RT-PCR test for TEL-
AML 1 rearrangements, suggesting that these new molecular tools might significantly augment current
diagnostic methods [51].

However, a major limitation of the studies carried out to date is the small number of samples that have
been used. Significantly greater numbers of samples are required to rigorously validate tumor class

Figure 11.7

Taqman quantitative assessment of MRD in a CML patient following treatment with Glivec. The number of copies of
BCR-ABL normalized against a housekeeping gene is plotted on the  axis against time on the x axis. An assessment of
assay sensitivity determined by the detectable number of copies of the housekeeping gene at each time point is also
illustrated. Cytogenetic and end point PCR positivity is indicated below the x axis. Figure courtesy of Suzanna Akiki, Mike
Griffiths and Jo Mason, West Midlands Regional Genetics Laboratory.
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prediction, and to confirm the discovery of new, clinically relevant molecular subclasses of cancer. This
problem is clearly illustrated in lymphomas by the differences in the prognostic value of genes identified in
DLBCL, and in general by the fact that few studies of particular cancers have identified substantially
overlapping gene sets that best distinguish subgroups of those cancers [51].

The use of meta-analysis on pooled data may help in this regard. However, despite the current
limitations, tumor expression profiling is providing new insights into the biology and therapeutic
responsiveness of several cancers, including leukemias and lymphomas and this can only expand in the
years to come [48].
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12
Childhood solid tumors

12.1
Introduction

Cancer in children and young adults is relatively rare but is still the major cause of death by disease in
children aged one to 14. Mortality rates have however declined by about 47% since 1975. Details of
childhood cancers can be found at www.cancerindex.org/ccw/.

12.2
Retinoblastoma

Retinoblastoma is a relatively uncommon tumor in childhood which arises in the retina and accounts for
11% of cancers developing in the first year of life and about 3% of cancers in children under the age of 15
[1]. The incidence is approximately 1 in 25 000 and most cases are diagnosed under the age of 5 years and
rarely presents after 7 years of age. The tumors are generally confined to the eye and as a result children
have a 5-year survival rate of over 90%. However if the tumor has extended to the soft tissues surrounding
the eye, to the optic nerve or into the brain and meninges, the 5-year survival is less than 10%.

As described in Chapter 3, retinoblastoma has been the paradigm for studies into tumor suppressor genes
and formed the basis of Knudson’s two hit hypothesis because of the presentation of the disease.
Approximately 60% of cases are sporadic and 40% are hereditary although the majority of cases with germ-
line mutations are due to de novo mutations rather than familial transmission. Seventy-five percent of cases
of retinoblastoma tumors are unilateral and the remainder are bilateral, all of which have germ-line
mutations [2]. Tumors in patients with germ-line mutations tend to occur at an earlier age than sporadic
cases. Penetrance of familial retinoblastoma is 85–95% [3]. Patients with germ-line mutations have a high
incidence of second tumors, primarily osteosarcomas, soft tissue sarcomas and melanomas [4]. Treatment
of retinoblastoma depends on the extent of the disease within the eye and whether it has spread beyond the
eye into the brain or other parts of the body but includes enucleation, external beam radiation, cryotherapy
and brachytherapy. Systemic chemotherapy is under investigation for cases to reduce tumor volume prior to
local management. Genetic counseling of families plays an important role in the management of families
with both unilateral and bilateral tumors.

Once the RB1 gene had been mapped to chromosome 13q, it became possible to identify those
individuals at high risk of retinoblastomas in familial cases by the use of linked polymorphic markers [5].
However this is not an option for the majority of cases as they are either sporadic or de novo tumors. Once
the gene had been identified, direct mutation analysis therefore became the method of choice for all cases [6].



Approximately 10% of cases have a cytogenetically visible deletion [5]. Small insertions, deletions, point
mutations and promoter methylation in the RB1 gene are found in up to 90% of cases with germ-line RB1
[7]. The RB1 gene has 27 exons and mutations are found spread throughout them all (see www. d-
lohmann.de/Rb/mutations.html.) [8]. Most mutations create a premature termination codon. Recurrent
mutations, accounting for 15–18% of cases, occur at C to T transitions found at 13 CGA codons within the
gene [8]. There is some evidence of genotype-phenotype correlations. Nonsense mutations usually result in
a more severe phenotype. Milder disease has been associated with germ-line promoter mutations [9],
missense mutations [10] and splicing mutations [11] probably because these mutations compromise rather
than completely abolish the function of RB. Molecular diagnosis enables earlier treatment and better health
outcomes of RB patients and has also been shown to be more cost effective than conventional surveillance
[7].

12.3
Wilms’ tumor

Wilms’ tumor is an embryonal renal tumor and is one of the most common solid tumors of childhood
affecting approximately 1 in 10 000 children usually under the age of 5 years [12]. The disease is sporadic
in the majority of cases but some cases are caused by germ-line mutations. Approximately 10% of cases are
bilateral and of these 1–2% show familial transmission with the remainder of the germ-line mutations
occurring as the result of a de novo event. Wilms’ tumor has a high cure rate of over 85% achieved by a
combination of surgery, chemotherapy and radiotherapy. The tumors are believed to arise because of failure
of the metanephric blastema to undergo its normal developmental pathway to form nephrons and connective
tissue. The tumor has a premalignant stage termed the nephrogenic rests [13].

Wilms’ tumors are often found in association with five predisposing conditions each individually
accounting for around 0.5–2% of cases [12, 14]. The most important condition is WAGR syndrome
(Wilms’ tumor, aniridia, genitourinary abnormalities and mental retardation) in which approximately 30% of
patients will develop Wilms’ tumors. Denys Drash syndrome (DDS) is characterized by renal nephropathy
and ambiguous genitalia and over 90% of cases will develop Wilms’ tumor. Beckwith-Wiedemann
syndrome (BWS) is an overgrowth syndrome defined by growth abnormalities such as hemihypertrophy,
macroglossia and exomphalos which predisposes to several pediatric malignancies including Wilms’ tumor.
The risk of tumor development in this condition is approximately 8%. Perlman syndrome, which comprises
nephromegaly with renal dysplasia, macrosomia, cryptorchidism and multiple facial anomalies has also
been found to predispose to Wilms’ tumor [15]. Finally Wilms’ tumor can be inherited in an autosomally
dominant manner and linkage has been shown to both 17q and 19q.

Wilms’ tumor, as might be expected from the above, displays genetic heterogeneity with multiple genes
involved in familial and sporadic forms as described in Section 3.7 [14]. The genes which have been
identified are described below but it seems clear that others remain to be isolated [16].

Early studies of LOH in sporadic Wilms’ tumor together with the identification of deletions at 1 1p13 in
WAGR suggested the existence of a tumor suppressor gene in this region and led to isolation of the WT1
gene in 1990 [17, 18]. WT1 has ten exons and encodes a zinc finger protein which functions as a
transcription factor as described in Section 3.7. Mutations have been described in tumors, including large
and small deletions as well as point mutations [19, 20]. Mutations in the zinc finger domain result in loss of
DNA-binding activity whereas those in the transactivation domain convert the protein into a transcriptional
activator rather than a represser. There is considerable variation in the phenotype associated with WT1
mutations with different classes of mutations confering different degrees of genitourinary malformations.
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Patients with WAGR syndrome usually have a deletion of one allele of WT1 [21]. DDS is associated
primarily with missense mutations in the zinc finger-encoding region of the gene which affect amino acids
involved in DNA binding and zinc finger structure. One mutation, a C to T transition at codon 394 of exon 9
has been described in approximately half of the cases [22]. Other mutations are frequently found in exon 9
suggesting that this is a hotspot for mutations in DDS. There is marked phenotypic variation seen between
DDS patients with the same common mutation. The severity of the DDS phenotype is because mutant WT1
forms dimers with wild-type protein and therefore acts in a dominant negative fashion, resulting in loss or
reduction of DNA binding [23].

BWS maps to chromosome 11p15, a region which contains a cluster of imprinted genes including the
growth factor, IGF2, which is paternally expressed and the maternally expressed growth-inhibitory genes
H19 and p57KIP2 (CDKN1) [24]. In Wilms; tumors showing loss of heterozygosity for 11p15 markers,
over 90% show preferential loss of the mater- nal allele. In Wilms’ tumors without LOH of 11p15, there is
biallelic expression of IGF2 and loss of expression of H19 indicating the loss of imprinting [25]. In both
scenarios there is therefore overexpression of the growth-promoting gene, IGF2, and loss of expression of
growth-inhibitory genes H19 and p57KIP2. In BWS, 2–3% of cases have a chromosome abnormality which
is either a paternal duplication of 11p15 or a maternally derived inversion or balanced translocation [24].
About 20% of sporadic cases of BWS show paternal mosaic disomy (Figure 12.1) and up to 50% of cases
show loss of methylation of the differentially methylated region (DMR) of the KCNQ10T1 gene known as
KvDMR1. There are recognized genotype-phenotype correlations in BWS. In particular embryonal tumors

Figure 12.1

Mosaic uniparental disomy identified with the microsatellite marker D11S1984 in a sporadic case of BWS. The top
panel shows the two alleles at this locus in the mother and the lower panel shows the alleles in the child with BWS. No
sample was available from the father but the arrowed allele must be paternal in origin. There is a clear dosage effect
seen for the paternal allele over the maternal allele indicating mosaic paternal disomy. Courtesy of Anita Luharia, West
Midlands Regional Genetics Laboratory.
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such as Wilms; tumor are associated with UPD or H19 methylation but not with aberrant methylation of
KvDMR1 [26, 27].

In rare cases where Wilms’ tumor is inherited in an autosomal dominant fashion, two other genes have
been mapped by linkage, FWT1 at chromosome 17q21 [28] and FWT2 at 19q13.3–13.4 [29]. Finally LOH
has been identified in Wilms’ tumors on chromosomes 16q, 1p and 11q implying the presence of further
genes associated with tumor development. Wilms’ tumor development is therefore complex and looks to
involve several different pathways.  

12.4
Neuroblastoma

Neuroblastoma is the most common solid tumor in early childhood [30]. The mean age at diagnosis in
sporadic cases is 30 months and drops to 9 months for the much rarer familial cases. Neuroblastomas orginate
in the adrenal medulla or the paraspinal sites where sympathetic nervous system tissue is present.
Approximately 70% of patients will have metastatic disease at diagnosis [31]. Prognosis is related to the age
at diagnosis, clinical stage of disease and regional lymph node involvement. Staging of tumors is now
carried out according to the International Neuroblastoma Staging System as described in Table 12.1.
Children with localized neuroblastoma or those under one year of age at diagnosis, even with metastatic
disease, have a high likelihood of long-term survival with minimal therapy. Older children with advanced-
stage disease have a significantly decreased chance of cure and diagnosis in the adolescent or adult results

Table 12.1 International Neuroblastoma Staging System
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in a worse prognosis regardless of stage or site. Advances in the biology and genetics of neuroblastomas
have allowed classification into low-, intermediate- and high-risk groups which means that the most
appropriate intensity of therapy can be selected. The most important biological variables in neuroblastomas
are Shimada histology [32], aneuploidy of the tumor and amplification of the MYCN oncogene [30, 33].

Neuroblastomas show complex acquired genetic abnormalities including deletions of chromosomes 1p
and 11q, amplification of MYCN and gains of 17q (Figure 12.2) [34]. Amplification of MYCN is one of the
best-established prognostic indicators and is increasingly being used for treatment decisions. MYCN
amplification is most frequently found in children aged over 1 year with advanced stage of disease and
almost always correlates with rapid tumor progression and poor outcome irrespective of tumor stage [33, 35, 36]
. Patients with stage 4S neuroblastomas are those who frequently show spontaneous remission and this is
strongly associated with lack of MYCN amplification [36]. In localized neuroblastomas, lack of MYCN
amplification is the major factor identifying a group of patients who do not require aggressive therapy [37].
Measurement of MYCN amplification is therefore an essential component of the routine diagnostic
evaluation of new neuroblastoma patients. Amplification can be detected by fluorescence in situ
hybridization (FISH) (Figure 12.3) [38] and PCR [39] and more recently by real time PCR [40] allowing
accurate quantification.

Figure 12.2

Comparative genomic hybridization of a neuroblastoma showing MYCN amplification, and gain of 17q. Courtesy of
Sara Dyer, West Midlands Regional Genetics Laboratory.

202 MOLECULAR BIOLOGY OF CANCER



Gain of chromosome 17q is the most frequent chromosomal abnormality in neuroblastomas and
correlates closely with MYCN amplification. It has also been shown to be an important prognostic factor and
is strongly associated with an unfavorable prognosis [41]. Detection of this abnormality is therefore
important at the time of diagnosis. The position of the 17q breakpoints has been shown to identify
subgroups with different outcomes, with those with breakpoints proximal to the ERBB2 oncogene having a

Figure 12.3

Fluorescence in situ hybridization (FISH) of the MYCN oncogene showing (a) a normal cell and (b) a cell with MYCN
amplification. Courtesy of Sara Dyer, West Midlands Regional Genetics Laboratory.
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significantly better survival than those with distal breakpoints [42]. Dosage alteration of genes within the
region are the likely cause of this effect. The NM23 tumor suppressor gene has been shown to be at the edge
of the common region of 17q again suggesting that increased expression of this gene plays an important role
in the poor prognosis [43].

11q deletions are found in 15–20% of cases of neuroblastomas and have been primarily associated with a
subgroup of patients with stage 4 neuroblastomas without MYCN amplification but with 3p loss. This
subgroup also shows a poor prognosis similar to those with MYCN amplification [44]. LOH has mapped the
smallest region of deletion to 11q14–23, which is therefore the most likely location of an 11q-associated
tumor suppressor gene [45].

Deletion of 1p is a common finding in neuroblastomas and LOH of 1p is found in 25–35% of tumors
[46]. In general, deletion of 1p is large and is associated with MYCN amplification and with a decreased
event-free survival though not with overall survival [46]. This region is believed to contain a tumor
suppressor gene and the smallest region of overlap has been mapped to 1p36.2–3 [46]. Although no confirmed
gene has been isolated, the UBE4B/UFD2 gene stands out as a possible candidate [47]. 

Finally, expression of the cyclin-dependent kinase inhibitor p27 is also a prognostic indicator,
independent of MYCN amplification [48].

12.5
Rhabdomyosarcoma

Rhabdomyosarcomas are a heterogeneous group of malignant tumors and are the most common cause of
soft tissue sarcomas in childhood, accounting for 7–8% of all childhood cancers and for two-thirds of
sarcomas diagnosed under the age of 14 years [49]. The incidence is highest in children under 4 years. They
are divided into two histological groups, the alveolar and embryonal subtypes which are present in different
age groups and at different sites in the body [50]. The more common type is the embryonal group which
includes the spindle cell and botryoid variants according to the newest classification of these tumors, The
International Classification. Embryonal rhabdomyosarcomas account for approximately 60% of cases,
usually occurring in children under 4 years of age and are found located in the head and neck,
retroperitoneum and genitourinary tract. The rarer alveolar form is characterized by small round cells with
dark hyperchromatic nuclei held together by strands of intracellular collagen. Alveolar rhabdomyosarcomas
are more often found in adolescence and are likely to occur on the limbs. They are associated with higher-
stage disease and a poor prognosis. Rhabdomyosarcomas are highly malignant tumors arising in the
mesenchymal cells which develop into striated muscle and are characterized immunohistochemically by the
presence of structural proteins of muscle such as alpha actin, fast myosin and myosin heavy chain. These
markers are useful for the differential diagnosis of rhabdomyosarcomas from other tumors such as Ewing’s
sarcomas and neuroblastomas.

Most rhabdomyosarcomas are sporadic but some cases are associated with specific familial cancer
predisposition [51]. An increase in CNS abnormalities and GU abnormalities similar to those seen in Wilms’
tumor has been described and a number of cases of BWS have also been associated with
rhabdomyosarcomas. Up to 6% of neurofibromatosis type 1 cases also have rhabdomyosarcomas and
several cases have been found in families with Gorlin syndrome. Finally, Li and Fraumeni identified a high
incidence of breast cancer, sarcomas and acute leukemias in family members of children with
rhabdomyosarcomas leading to the identification of the Li-Fraumeni syndrome (see Section 5.6).

Alveolar rhabdomyosarcomas are associated with specific chromosomal abnormalities. The most
consistent are the t(2;13)(q35;q14) translocation seen in 55% of cases and the t(1;13)(p36;q14) translocation
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occurring in a further 22% [52]. Physical mapping and cloning studies revealed that the two loci disrupted
by these translocations were two members of the PAX gene family, PAX3 on chromosome 2 and PAX7 on
chromosome 1 (see Section 2.2.2). These genes encode highly related members of the paired box
transcription factor family and contain an N-terminal DNA-binding domain with a paired box and a
homeobox motif and a C terminal transcriptional activation domain (Figure 12.4). These two genes are
thought to be important in muscle development during embryogenesis when condensation of the mesoderm,
known as somites, are formed from which skeletal muscle develops [53]. The gene on chromosome 13
involved in both translocations is the FKHR gene which encodes a novel member of the forkhead
transcription factor family, the product of which has an N terminal forkhead DNA-binding domain and a C
terminal transcriptional activation domain. The translocations disrupt the PAX genes in intron 7 and FKHR
gene in intron 1 resulting in the fusion of the DNA-binding domains of the PAX genes with the
transactivation domain of the FKHR gene. The fusion genes produced by the translocations, PAX3-FKHR
and PAX7-FKHR are expressed as chimeric transcripts which encode chimeric proteins and activate
transcription of PAX-binding sites and are 10–100-fold more potent than wild-type protein [51]. The
presence of these fusion genes is a useful marker to aid diagnosis of alveolar rhabdomyosarcoma as an
adjunct to histological diagnosis and can be detected by both FISH and RT-PCR [53]. Data suggest that the
PAX3-FKHR fusion gene is associated with a poorer prognosis than PAX7-FKHR [52, 54]. Amplification of
other chromosomal regions such as 12q13–15, 1q21 and 2p24 has also been identified in alveolar
rhabdomyosarcomas [51, 54]. 2p24 contains the MYCN gene, and this has been shown to be amplifed in
alveolar but not in embryonal subtypes. There is some evidence to suggest that amplification correlates with
poorer survival rate. Embryonal rhabdomyosarcomas do not show a consistent chromosomal translocation
but do show LOH at 11 p15 as well as loss of imprinting of genes within this region as described for
Wilms’ tumor and BWS [54, 55], an observation which links the rhabdomyosarcomas with these other
embryonal neoplasms.

Figure 12.4

Chimeric genes produced by the t(2;13) translocation in alveolar rhabdomyosarcoma. Adapted from [51].
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12.6
Ewing’s sarcoma

Ewing’s sarcoma is the second most common pediatric bone tumor after osteosarcoma and accounts for 10–
15% of all primary bone tumors usually occurring between 10 and 20 years of age [56, 57]. It is a small,
round cell tumor of neuroectodermal origin but with limited neural differentiation. The tumor can occur in
any bone but is most commonly found in bones of the lower extremities, then the pelvis, upper extremities,
axial skeleton and ribs, and finally the face. The disease does not appear to be associated with any familial
cancer syndromes. Tumors of similar histology, peripheral primitive neuroectodermal tumors (pPNET), and
Askin tumors, also arise in soft tissues and are the second most common childhood soft tissue malignancies.
These tumors are found in the chest wall, paraspinal tissues, abdominal wall, head and neck and extremities
[57]. Ewing’s and pPNET have been shown to represent a common entity following the identification of a
nonrandom chromosome rearrangement in both tumor types and are now recognized as the Ewing’s
sarcoma family of tumors (ESFT). 

The most common rearrangement in these tumors is the t(11;22)(q24;q12) translocation found in 85% of
cases [58, 59] (Figure 12.5). The gene on chromosome 22 is the EWS gene, a gene with a nuclear
localization domain at the N terminus and an RNA-binding, glutaminerich domain at the C terminus. The
exact function of this gene however remains unknown. The gene on chromosome 11 is the FLI1 gene, a
member of the ETS transcription family. The position of the breakpoints in both genes is quite variable and
can be between introns 7 to 10 of EWS and from introns 3 to 9 of FLI1. The result of the translocation is the
production of a fusion gene, EWS-FLI1, the product of which has increased transcriptional activity
compared to wild-type FLI1 [56, 57]. This chimeric gene has been shown to act as a dominant oncogene,
capable of transforming the NIH3T3 cell line which neither EWS or FLI1 alone can do. The targets of the
EWS-FLI1 gene are just beginning to be identified. A recent study has shown that the regulators of the G1

phase of the cell cycle are possible targets. The EWS-FLI1 fusion protein has been shown to interact with

Figure 12.5

A partial karyotype of chromsomes 11 and 22 showing the derived chromosomes in a case of Ewings sarcoma. Courtesy
of Dom McMullan, West Midlands Regional Genetics Laboratory.
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the promotor of the cyclin-dependent kinase inhibitor, p21, to negatively regulate its activity [60] and this
finding may define a target for therapeutic intervention in the future. In cases of Ewing’s without the t(11;
22), other rearrangements have been found, all involving the EWS gene on chromosome 22 but partnering a
number of other ETS family members on other chromosomes. The most common of these is the t(21;22)
(q22;q12) which results in the fusion of EWS with the ERG gene on chromosome 21.

Identification of EWS-ETS rearrangements is important for the differential diagnosis of Ewings sarcoma
so that appropriate clinical management can be undertaken. The translocations can be identified
cytogenetically in many cases (Figure 12.5). However accuracy can be increased by the use of RT-PCR or
FISH. PCR-based approaches also enable the exact breakpoints within EWS and FLI1 to be determined.
This has important prognostic significance as different translocations have different outcomes. Those cases,
termed type 1, in which exons 1–7 of EWS are joined to exons 6–9 of FLI1, are found in 60% of cases of
Ewings and have been suggested to indicate those patients with a favorable outcome, at least in patients
with localized disease [57]. Patients with other sized transcripts appear to have a poor prognosis. Further
studies to confirm these preliminary findings are underway. 

References

1. http://seer.cancer.gov/publications/childhood/retinoblastoma.pdf.
2. Knudson, A.G. (1971) Proc. Natl Acad. Sci., 68, 820.
3. Naumova, A. and Dapienza, C. (1994) Am. J. Hum. Genet., 54, 264.
4. Gallie, B.L., Dunn, J.M., Chan, H.S. et al. (1991) Ped. Clin. North Am., 38, 299.
5. Wiggs, J., Nordenskjold, M., Yandell, D. et al. (1988) N. Engl. J. Med., 318, 151.
6. Dunn, J,M., Phillips, R.A., Becker, A.J. and Gallie, B.L. (1988) Science, 241, 1797.
7. Richter, S., Vandezande, K., Chen, N. et al. (2003) Am. J. Hum. Genet., 72, 253.
8. Lohmann, D.R. (1999) Hum. Mut, 14, 283.
9. Cowell, J.K., Bia, B. and Akoulitchev, A. (1996) Oncogene, 12, 431.
10. Cowell, J.K. and Bia, B. (1998) Oncogene, 16, 3211.
11. Schubert, E.L., Strong, L.C. and Hansen, M.F. (1997) Hum. Genet, 100, 557.
12. Coppes, M.J. and Egeler, R.M. (1999) Sem. Urol. Oncol, 17, 2.
13. Beckwith, J.B., Kiviat, N.B. and Bonadio, J.F. (1990) Ped. Pathol, 10, 1.
14. Brown, J.W. and Malik, K.T.A. (2001) Exp. Rev. Mol Med. www.ermm.cbcu.cam.ac.uk/ 01003026h.htm.
15. Henneveld, H.T., van Lingen, R.A., Hamel, B.C. et al. (1999) Am. J. Med. Genet, 86, 439.
16. Rapley, E.A., Barfoot, R., Bonaiti Pellie, C. et al. (2000) Br. J. Cancer, 83, 177.
17. Gessler, M., Poustka, A., Cavenee, W.K. et al. (1990) Nature, 343, 774.
18. Call, K.M., Glaser, T., Ito, C.Y. et al. (1990) Cell, 60, 509.
19. Huff, V. and Saunders, G.F. (1993) Biochim. Biophys. Acta, 1155, 295.
20. Little, M. and Wells, C. (1997) Hum. Mut, 9, 209.
21. Baird, P.N., Groves, N., Haber, D.A. et al. (1992 ) Oncogene, 7, 2141.
22. Jeanpierre, C., Denamur, E., Henry, I. et al. (1998) Am. J. Hum. Genet, 62, 824.
23. Hastie, N.D. (1992) Hum. Mol. Genet, 1, 293.
24. Maher, E.R. and Reik, W. (2000) J. Clin. Invest, 105, 247.
25. Feinberg, A.P. (1999) Cancer Res., 59, 1743s.
26. Engel, J.R., Smallwood, A., Harper, A. et al. (2000) J. Med. Genet, 37, 921.
27. DeBaun, M.R., Niemitz, E.L., McNeil, D.E. et al. (2002) Am. J. Hum. Genet, 70, 604.
28. Rahman, N., Abidi, E, Ford, D. et al. (1998) Hum. Genet, 103, 547.
29. McDonald, J.M., Douglass, E.C., Fisher, R. et al. (1998) Cancer Res., 58, 1387.
30. Brodeur, G.M. (2003) Nat. Rev. Cancer, 3, 203.
31. Cotterill, S.J., Pearson, A.D., Pritchard, J. et al. (2000) Eur. J. Cancer, 36, 901.

CHILDHOOD SOLID TUMORS 207



32. Shimada, H., Ambros, I.M., Dehner, L.P. et al. (1999) Cancer, 86, 364.
33. George, R.E., Variend, S., Cullinane, C. et al. (2001) Med. Ped. Oncol, 36, 169.
34. Bown, N. (2001) J. Clin. Pathol, 54, 897.
35. Schmidt, M.L., Lukens, J.N., Seeger, R.C. et al. (2000) J. Clin Oncol, 18, 1260.
36. Ikeda N., Iehara T., Tsuchida Y. et al. (2002) Br. J. Cancer, 86, 1110.
37. Rubie, H., Hartmann, O., Michon, J. et al. (1997) J. Clin. Oncol, 15, 1171.
38. Mathew, P., Valentine, M.B., Bowman, L.C. et al. (2001) Neoplasia, 3, 105.
39. De Cremoux, P., Thioux, M., Peter, M. et al. (1997) Int. J. Cancer, 72, 518.
40. Raggi, C.C., Bagnoni, M.L., Tonini, G.P. et al. (1999) Clin. Chem., 45, 1918.
41. Bown, N., Lastowska, M., Cotterill, S. et al. (2001) Med. Ped. Oncol, 36, 14.
42. Lastowska, M., Cotterill, S., Bown, N. et al. (2002) Genes, Chrom. Cancer, 34, 428.
43. Godfried, M.B., Veenstra, M., v Sluis, P. et al. (2002) Oncogene, 21, 2097.
44. Plantaz, D., Vandesompele, J., van Roy, N. et al. (2001) Int. J. Cancer, 91, 680.
45. Maris, J.M., Guo, C., White, P.S. et al. (2001) Med. Ped. Oncol, 36, 124.
46. Maris, J.M., Weiss, M.J., Guo, C. et al. (2000) J. Clin. Oncol, 18, 1888.
47. Krona, C., Ejeskar, K., Abel, F. et al. (2003) Oncogens, 22, 2343.
48. Bergmann, E., Wanzel, M., Weber, A. et al. (2001) Int. J. Cancer, 95, 176.
49. McDowell, H.P. (2002) Arch. Dis. Child. 88, 354.
50. Newton, W.A., Gehan, E.A., Webber, B.L. et al. (1995) Cancer, 76, 1073.
51. Pressey, J.G. and Barr, F.G. (2001) In Molecular Genetics of Cancer (Cowell, J.K., ed.). BIOS Scientific

Publishers, Oxford.
52. Sorensen, P.H.B., Lynch, J.C., Qualman, S.J. et al. (2002) J. Clin. Oncol, 20, 2672.
53. Anderson, J., Gordon, A., Pritchard-Jones, K. and Shipley, J. (1999) Genes, Chrom. Cancer, 26, 275.
54. Kelly, K.M., Womer, R.B., Sprensen, P.H. et al. (1997) J. Clin. Oncol., 15, 1831.
55. Gordon, T., McManus, A., Andersen, J. et al. (2001) Med. Ped. Oncol., 36, 259.
56. Sandberg, A.A. and Bridge, J.A. (2000) Cancer Genet Cytogenet, 123, 1.
57. Burchill, S.A. (2003) J. Clin. Pathol., 56, 96.
58. Aurias, A., Rimbaut, C, Buffe, D. et al. (1984) Cancer Genet Cytogenet, 12, 21.
59. Turc-Carel, C., Philip, I., Berger, M.P. et al. (1984) Cancer Genet Cytogenet, 12, 1.
60. Nakatani, E, Tanaka, K., Sakimura, R. et al. (2003) J. Biol Chem., 278, 15105.

208 MOLECULAR BIOLOGY OF CANCER



13
Therapeutic applications

13.1
Introduction

The medical need for better cancer treatment is clear. In the developed world, roughly one in three people
contracts cancer and around one in four of those die from the disease. The worldwide incidence of cancer is
set to double from 10 to 20 million over the next two decades and the death rate will increase from 6 to 10
million. Advances in treatment with surgery, radiotherapy and chemotherapy have had a limited impact on
mortality. Cures can be achieved in childhood cancers, testicular cancer and lymphoma, and improvements
in survival rates have been made as a result of adjuvant drug treatment of breast and colorectal cancer.
However, the majority of human cancers are difficult to treat, especially in their advanced, metastatic
forms. There is thus a pressing need for new and effective forms of systemic therapy and the discovery of
novel, mechanism-based agents directed against the molecular pathology of cancer offers huge potential
[1].

In earlier chapters we presented compelling evidence for the importance of oncogenes and tumor
suppressor genes in the etiology of many human tumors. These genes, their RNA transcripts, and their protein
products are therefore potential targets for attack by specific therapeutic agents. In this chapter we will
discuss the various ways in which this is being realized.

13.2
Receptors as targets

13.2.1
Receptor tyrosine kinases—ERBB

Receptor tyrosine kinases (RTKs) are important regulators of intercellular communication controlling cell
growth, proliferation, differentiation, survival and metabolism. Deregulation of protein tyrosine kinase
(PTK) activity usually results in RTKs with constitutive or greatly enhanced signaling capacity leading to
malignant transformation [2]. PTKs are prime targets for the development of anticancer agents because in
several cancers their activity is up-regulated by gain-of-function mutations or overexpression. PTK activity
can be up-regulated by several mechanisms: genomic rearrangements, e.g. BCR-ABL in CML; point
mutations, e.g. Flt-3 in AML and c-kit (the receptor for stem cell factor) in gastrointestinal stromal tumors;
overexpression, e.g. epidermal growth factor receptor (EGFR) in various cancers; and ectopic or
inappropriate expression of growth factors, such as vascular endothelial growth factor (VEGF) and its



receptors on endothelial cells which are involved in angiogenesis [3]. ERBB receptors belong to the
epidermal growth factor (EGF) family of structurally related RTKs and four ERBB members have been
identified so far: ERB1 (EGFR, HER1); ERBB2 (HER2, Neu); ERBB3 (HER3); and ERBB4 (HER4) [4].

A variety of approaches towards the prevention or inhibition of RTK signaling has been developed,
including selective targeting of the extracellular ligand-binding domain, the intracellular tyrosine kinase or
the substrate-binding region. Pharmacological agents such as monoclonal antibodies (Mabs), antibody
conjugates (see Section 13.3.2), antisense oligonucleotides (see Section 13.5) and small chemical
compounds have been developed for these purposes, for example Imatinib (Gleevec/Glivec) which is being
used for the treatment of CML and gastrointestinal tumors [2–4] (see also Section 13.2.2).

Small molecule tyrosine kinase inhibitors that have been developed for the treatment of ERBB1- and
ERBB2-expressing tumors include ZD1839 and OSI-774 (ERBB1) and tryphostins, 4, 5-
dianilinophthalamide and emodin (ERBB2). These agents have shown considerable promise in in vitro and
preclinical animal models. Both ZD1839 and OSI-774 have shown activity in phase I and II clinical trials
and further clinical trials in a variety of tumor types are being currently undertaken. Second-generation
inhibitors are under development by a number of pharmaceutical companies [4].

Additional strategies for the inhibition of RTKs include the use of immunotoxins. One promising
immunotoxin is the EGF fusion protein DAB389EGF, which contains the enzymatically active and
membrane translocation domains of diphtheria toxin and sequences for human EGF. A variety of EGFR-
expressing tumors, such as breast cancer and nonsmallcell lung cancer, have been shown to be sensitive to
DAB389EGF in preclinical studies and this recombinant toxin is now under evaluation in phase II clinical
trials [2].

13.2.2
BCR-ABL

The tyrosine kinase activity of the BCR-ABL oncoprotein results in reduced apoptosis and thus prolongs
survival of chronic myelogenous leukemia (CML) cells. The tyrosine kinase inhibitor Imatinib (STI571,
Glivec) was reported to selectively suppress the proliferation of BCR-ABL-positive cells and is an example
of a rationally designed, molecular-targeted drug for the treatment of a specific cancer (CML) [5, 6]. Three
large multinational studies in patients with late chronic-phase CML, in whom previous interferon treatment
had failed, have shown that achievement of a hematological and cytogenetic response increased the earlier
the treatment was started with Imatinib in the course of the disease and that these responses were associated
with improved survival and progression-free survival [6]. Preclinical studies have shown that the
combination of Imatinib with various anticancer agents might have synergistic effects and several phase I/II
studies are evaluating the feasibility of combining Imatinib with interferon, polyethylene glycol (PEG)
ylated interferon, cytarbine and other single-agent or combination chemotherapy regimens, in patients with
either chronic-phase or advanced CML [6]. Assuming that Imatinib could be included in pretransplantation
conditioning therapies, it has also been tested whether combinations of Imatinib and -irradiation or
alkylating agents such as busulfan or treosulfan would display synergistic activity in BCR-ABL-positive CML
cell lines. The combination of Imatinib+ -irradiation proved to be significantly synergistic over a broad
range of cell growth inhibition levels in BCR-ABL-positive cell lines and produced the strongest reduction in
primary CML colony-forming progenitor cells. Combinations of Imatinib+busulfan and Imatinib+treosulfan
showed only additive to antagonistic effects. Imatinib did not potentiate the effects of irradiation or
cytotoxic agents in BCR-ABL-negative cells. Such data provide the basis to further develop Imatinib-
containing conditioning therapies for stem cell transplantation in CML [5].

210 MOLECULAR BIOLOGY OF CANCER



13.2.3
Estrogen receptor (ER)

Estrogen (estradiol) is a steroid hormone that affects growth, differentiation and function of the female
reproductive organs, including the breast, uterus and ovaries and also plays several other important
physiological roles, e.g. in maintaining bone density and protecting against osteoporosis. Importantly,
estrogen also promotes cancer cell growth in the breast and the uterus. All of these effects are mediated by
estrogen binding to ERs and the ER regulates gene transcription both directly, by binding to an estrogen-
responsive element (ERE) in gene promoters, and indirectly, by binding through other transcription factors
[7].

Estrogen has been a major target in the treatment of breast cancer since the end of the 19th century and
tamoxifen was the first selective estrogen receptor modulator (SERM) to be developed. It has estrogen-like
actions in maintaining bone density and in lowering circulating cholesterol, but antiestrogenic actions in the
breast. It has proved to be valuable in the treatment of ER-positive breast cancer. The finding that tamoxifen
could inhibit the growth of breast cancer, but at the same time stimulate the growth of endometrial cancer in
the nude mouse model, indicated that its mode of action is specific to a target tissue. The overall conclusion
from clinical trial data is that there is a 2–3-fold increase in the risk of endometrial cancer in tamoxifen-
treated postmenopausal patients. Another SERM, raloxifene, binds to ERs to competitively block estrogen-
induced DNA transcription in both the breast and the endometrium. Originally developed for the treatment
of breast cancer its poor bioavailability and its short biological half-life mean it is not as effective an
antitumor agent as tamoxifen [8].

The role of tamoxifen in chemoprevention (i.e. breast cancer prevention) in high-risk pre- and
postmenopausal women is more controversial with conflicting results being reported from four studies that
have addressed this question [8]. Clinical studies have shown that the use of raloxifene in postmenopausal
women with osteoporosis decreased the risk of vertebral fractures, increased bone mineral density in the
spine and reduced the risk of invasive breast cancer by 72% and the risk of ER-positive breast cancer by
84% [9]. A phase III, double-blind trial of tamoxifen and raloxifene in which postmenopausal women are
randomized to tamoxifen or raloxifene orally for 5 years hopes to recruit 22 000 volunteers and will
compare the relative merits of raloxifene and tamoxifen for the prevention of invasive breast cancer, as well
as effects on the cardiovascular system and bones [8].

The molecular determinants for the tissue specificity of SERMs are currently under investigation and it is
known that tissue-specific co-regulator expression levels determine tamoxifen’s different effects on breast
and endometrial tissue. This improved understanding of the mechanism of action of SERMs will hopefully
lead to better SERMs without carcinogenic side effects [10].

13.2.4
Retinoic acid receptor (RAR) and retinoid X receptor (RXR)

Retinoids are natural derivatives of vitamin A or retinol. The retinoid signal is mediated through RARs and
RXRs on target cells, each of which comprise three isotypes—α, β γ -as well as several isoforms. RARs
and RXRs are transcription factors that act predominantly as RAR-RXR heterodimers, positively or
negatively modulating gene transcription. Natural and synthetic retinoids are effective inhibitors of tumor
cell growth in vitro and in vivo but the natural derivatives have limited therapeutic use due to their toxicity.
Synthetic compounds selective for the different retinoid receptor isotypes are currently undergoing clinical
evaluation. In addition, the combination of retinoids with other chemotherapeutic agents may also be of
value in cancer therapy [11] (see also Section 11.8 on APL).
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13.2.5
Peroxisome pro I iterator-activated receptor γ (PPARγ)

PPARγ is a nuclear receptor and transcription factor that regulates the expression of many genes relevant to
carcinogenesis. Deficient expression of PPARγ can be a significant risk factor for the development of
cancer but, paradoxically, in some cases overexpression can enhance carcinogenesis. In experimental
models ligands for PPARγ have been shown to suppress breast carcinogenesis and to induce differentiation
of human liposarcoma cells. By analogy to the SERM concept, it has been suggested that PPARγ
modulators (SPARMs), designed to have desired effects on specific genes and target tissue without
undesirable effects on others, will be clinically important in the future for chemoprevention and
chemotherapy of cancer [12].

13.3
Immunologic intervention

13.3.1
Vaccines

A detailed treatment of the extensive evaluation and use of cancer vaccines in experimental animals and in
humans that has occurred over the last decade is beyond the space limitations in this section. A good
starting point for those wishing to obtain details are the recent reviews of this topic and the references
therein [13–19].

Tumor immunology has been advancing on two major fronts: first, the elucidation of the basic
mechanisms of tumor recognition and rejection, and protection from recurrence; and, second, the
application of that knowledge to cancer as a clinical problem. The basic science front has advanced rapidly
and provided tools with which to explore two different approaches to disease—immunotherapy and cancer
vaccines. Immunotherapy relies on administration of preformed effector mechanisms and is more suited for
application to the treatment of established tumors [16].

Approaches that specifically activate the immune system to control cancer growth in vivo have been a
longstanding goal in cancer immunology and medical oncology. The objective for cancer vaccines is
prevention. Based on the successes that vaccines have had in preventing infectious diseases, efforts are
being made to define tumor targets and immunization protocols that would be effective in priming the
immune system to eliminate cancer before it manifests itself clinically. Although the basic studies can be
well designed and preclinical animal models continue to be developed and used to test the newly discovered
scientific principles, there has been hesitation in translating these findings to cancer prevention in humans.
With the exception of efforts to vaccinate against microorganisms known to cause human cancers, such as
HPV, and in that way prevent not only infection but also (indirectly) cancer (see Section 10.2), hundreds of
clinical trials of cancer vaccines are currently being carried out in patients who already have cancer. These
studies encompass ‘therapeutic vaccines’ which are driven more by the practicality of the approach than by
strong supporting evidence from basic and preclinical research [16].

A large number of different approaches to cancer vaccination have been evaluated during the last decade.
Initial studies focused on first-generation vaccines based on whole cell preparations or tumor lysates derived
from autologous or allogeneic tumors. The aims of these trials were the evaluation of toxicity,
immunological effects and clinical improvement in patients with advanced disease. These studies
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established the feasibility of immunizing cancer patients against their own tumors. Significant clinical
benefits have been reported, both in terms of long-term survival and recurrence rate, in some of these trials.

More recently, however, cancer vaccines targeting well-characterized tumor-associated antigens (TAAs),
i.e. molecules selectively or preferentially expressed by cancer cells but not by key normal cells, have been
designed and used in clinical trials, mostly in patients with advanced disease. The use of overexpressed or
mutated proteins, or mutated oncogenic growth factor receptors, as tumor-associated antigens yields
rational targets for specific immunoprevention. Results to date with these second-generation vaccines
suggest that they are safe and that they can elicit humoral and cellular responses against tumor antigens,
without inducing unacceptable clinical signs of autoimmunity [13]. Analyses of clinical immunization trials
have demonstrated the advantage of vaccination strategies using defined antigens over whole tumor cells.
However, a correlation between T cell responses and tumor regression has not yet been established and
some patients have been found to exhibit tumor regression with an unexpectedly low frequency of
antivaccine T cells [20].

Much effort has been expended in molecularly characterizing many of these TAAs and this research has
yielded a large number of TAA peptide epitopes. The advantages of using peptide-based vaccines include:
(1) easy and relatively inexpensive production of synthetic peptides; (2) the simplicity of peptide
administration in a clinical setting; (3) the possibility of treating only those patients whose tumors express
the relevant epitopes, thus avoiding the useless immunization of patients whose tumors are TAA-negative;
and (4) the availability of in vitro or ex vivo assays that can assess patients’ immune response to vaccine
epitopes. When bound to major histocompatibility complex molecules, TAA peptides are recognized by T
cells. Clinical studies have therefore been initiated to assess the therapeutic potential of active immunization
or vaccination with TAA peptides in patients with metastatic cancer. So far, only a limited number of TAA
peptides, mostly those recognized by CD8+ T cells in melanoma patients, have been clinically tested. In
some clinical trials, partial or complete tumor regression was observed in approximately 10–30% of
patients. No serious side effects have been reported. The clinical responses, however, were often not
associated with a detectable T-cell-specific antitumor immune response when patients’ T cells were
evaluated in ex vivo assays [18].

Strategies involving various forms of peptides have been used either alone or combined with different
cytokines, adjuvants or dendritic cells to enhance specific immune responses. Although individual patients
have benefited, no strategy has emerged as universally applicable; neither has any route of administration.
Increasingly sensitive methods have correlated clinical responses with measurable immune responses to
vaccination in some patients [17].

Peptide-based vaccination against neoplastic disease has made enormous progress and remains an active
and crucial area of investigation [21], holding promise for improving the clinical outcome in cancer patients.
However, several hurdles need to be overcome. One of these is the ability of tumor cells to evade a strong
tumor-specific immune response.

Most antigen-discovery methods have employed tumors as sources of antigen. Many TAAs have been
found to be expressed very early in the process of transformation and are frequently expressed in
premalignant dysplasia and metaplasia. Several human tumors, such as colon, breast, prostate and lung,
yield themselves to early detection and patients with familial history or other risk factors for these
malignancies are under regular monitoring. Surgery is an option for removal of a small tumor but, with the
exception of polyp removal for colon cancer prevention, there are no general strategies for dealing with
premalignant changes. The accurate evaluation of vaccine-induced immunological effects has become the
major end-point of clinical vaccine trials and monitoring of specific immune response in relation to clinical
developments is only possible if the vaccine antigen is known. Using well-defined immunogens such as
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antigenic peptides—either alone or in conjunction with a cytokine or adjuvant—the kinetics, intensity and
distribution of specific immune responses have been characterized.

It is hoped that the use of highly sensitive methods for the assessment of antigenspecific immune
responses will help to identify the most promising vaccination strategies in the next generation of cancer
vaccine trials. The consideration of individual tumor features predictive of the susceptibility to T-cell
targeting (i.e. expression of antigen and MHC class I/II, and the presence of cellular infiltrates) as
prognostic factors will contribute to a better selection of patients for antigen-specific immunotherapy. The
analysis and correlation of spontaneous and vaccine-induced immunity and clinical improvements will help
to identify the most promising antigens and the most effective strategies of immunization, for example by
enhancing immunogenicity. 

The conclusions of a workshop that addressed the immunologic monitoring of cancer vaccine therapy
were that current data and opinion support the use of a functional assay like enzyme-linked immunospot
assay or cytokine flow cytometry in combination with a quantitative assay such as a tetramer-based assay for
immune monitoring. At present assays appear to be most useful as measures of vaccine potency. Careful
immune monitoring in association with larger-scale clinical trials may ultimately enable the correlation of
monitoring results with clinical benefit [22].

DNA vaccination is currently being explored as a potential strategy for combating cancer. However,
tumor antigens are often weak and the immune system of patients may be compromised. For B-cell tumors,
immunoglobulin idiotypic antigens provide defined targets but are poorly immunogenic. Antigenic
differences between normal and malignant cells form the basis of clinical immunotherapy protocols.
Because the antigenic phenotype varies widely among different cells within the same tumor mass,
immunization with a vaccine that stimulates immunity to a broad array of tumor antigens expressed by the
entire population of malignant cells is likely to be more effective than immunization with a vaccine for a
single antigen. One strategy is to prepare a vaccine by transfer of DNA from the patient’s tumor into a
highly immunogenic cell line. Weak tumor antigens, characteristic of malignant cells, become strongly
antigenic if they are expressed by immunogenic cells. In animal models of melanoma and breast cancer,
immunization with a DNA-based vaccine is sufficient to inhibit tumor growth and to prolong the lives of
tumor-bearing mice.

Delivery of target antigens in a DNA vaccine format allows flexibility of design so that antibody and/or
cellular responses can be induced. The ease of manipulation and relatively low cost of production have
facilitated the rapid evaluation of various formulations. One critical problem for cancer vaccines is that the
patient’s immune system has apparently failed to respond to the developing tumor and the immune capacity
may be compromised by chemotherapy. DNA fusion vaccines incorporating various immuneenhancing
molecules can be used to promote immunity against attached tumor antigens. Strategic use of these
molecules should circumvent tolerance, and different designs can be used to activate specific pathways of
attack. Testing in pilot clinical trials shows insignificant toxicity, opening the way for assessment of
efficacy [15].

DNA fusion vaccine strategy has proved to be effective in DNA vaccines against a variety of antigens
using different immuno-enhancing sequences. Because the fusion proteins are expressed in vivo in
transfected host cells, some molecules that are difficult to produce in vitro may now be assessed. It is possible
to design DNA fusion vaccines containing various molecules with different immunological properties or
functions, thus opening the avenue of manipulating the immune system to achieve the optimal
immunological responses. For example, fusion of a sequence derived from tetanus toxin to the genes
encoding idiotypic determinants has proved highly effective in activating protective antitumor immunity.
DNA fusion vaccines containing immuno-enhancing sequences can augment and direct immune attack on a
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range of target antigens. Gene-based fusion vaccines offer ease of manipulation and flexible design to
activate an effective attack on cancer [15].

Another strategy to increase the potency of DNA vaccines is to improve antigen presentation by
professional antigen-presenting cells (APCs). Cytotoxic T lymphocyte antigen 4 (CTLA-4) is one of the
critical co-stimulatory surface molecules that determine the early outcome of stimulation through the T cell
receptor (TCR). It has recently been suggested that manipulation of CTLA-4 has considerable promise as a
strategy for the immunotherapy of cancer [23]. Fusion of CTLA-4 molecules was shown to increase the
potency of DNA vaccines and provide protection against viral challenge. It was thought that the enhanced
immune responses were due to more efficient antigen presentation through the interaction between CTLA-4
and its surface receptors B7–1 and B7–2 expressed by professional APCs. Improved vaccine potency was
also observed when cytokines and chemokines were used as fusion partners to target professional APCs for
antigen presentation [15].

Dendritic cells (DCs) are potent APCs that are specialized in the initiation of T cell immunity. DCs are
being investigated as adjuvants for active immunization in humans and several studies have been published
using DC-based immunotherapy in cancer patients with melanoma, myeloma, lymphoma, prostate, renal
cell, ovarian, breast or colon cancer. Evidence of clinical improvement (e.g. regression of metastases) and
enhanced T cell immunity (antigen-specific proliferative responses and delayed-type hypersensitivity
reactions) was obtained in some cases, even in late-stage disease. Because of the differences in protocol
design, effects of concurrent treatments, DC source, routes and frequency of administration, and lack of
generally accepted measures of immunity, the results are difficult to compare [24–26]. Nevertheless, it seems
likely that within the next several years the ex vivo DC vaccination approach will be improved and
standardized to an extent that there will be consensus on its potential and the need for more vigorous
research programs [26].

Another co-stimulatory molecule is 4–1BB. Tumor cells can turn off the effects of some co-stimulatory
molecules, thus ensuring their own survival. Recent experiments in mice have shown that monoclonal
antibodies against the T cell activation molecule 4–1BB have been effective in the treatment of established
mouse tumors. One method of constructing a DNA vaccine that will stimulate the immune system, in the
same manner as a Mab, is to transfect genes that encode single-chain Fv fragments (scFv) for expression at
the cell surface. To create a vaccine that stimulates the immune system similarly to the efficacious Mab
anti-4–1BB, 1D8, a vector was constructed encoding cell-bound singlechain Fv fragments from 1D8. The
vector was transfected into the K1735 melanoma, selected because of its low immunogenicity and very low
expression of major histocompatibility complex class I molecules. The transfected cells induced a strong
type I T-helper response, for which CD4+but not CD8+ T lymphocytes were necessary and that involved
natural killer cells. Vaccinated mice rejected established wild-type K1735 tumors growing as subcutaneous
nodules or in the lung. An analogous approach may be effective against micrometastases in patients,
including tumors whose expression of major histocompatibility class I is very low [27].

Like other forms of cancer therapy, tumors in mice treated solely with the vaccines tended to recur. The
heterogeneity of the tumor-cell population made it likely that a cellular variant, resistant to the immunity
engendered by the vaccine, escaped destruction. Several different tumor escape mechanisms have been
described that enable tumor cells to proliferate in the presence of active antitumor immunity. Nevertheless,
the strong antitumor immune responses that follow immunization with DNA-based vaccines raises the
possibility that an analogous approach can be devised to prepare a vaccine that, along with other established
forms of therapy, can be used in the treatment of cancer patients.

There are several potential ways to avoid the escape of tumor cells: (1) patients with early-stage disease
could be vaccinated to cope with immune tolerance or immunosuppression caused by factors released by
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tumor cells; (2) multi-epitope vaccines could be used to bypass the heterogeneity in TAA expression; (3)
cytokine adjuvants, such as granulocytemacrophage colony-stimulating factor (GM-CSF), could be used to
recruit DCs at the vaccination site and improve TAA presentation. IL-2 and/or IL-12 given systemically
could be used to help to expand anti-tumor T cells. IL-2 could be used to restore the functions of patients’ T
cells; (4) the expression of peptide-MHC complexes on target cells could be increased by the systemic
administration of IFN-α or IFN-γ. Finally, as indicated by many studies in animal models and in humans,
class II-restricted HLA epitopes should be provided, even in the form of promiscuous determinants, to
augment the strength and duration of the immune response. 

Cancer vaccination is not a therapeutic modality of generally broad applicability. Based on recent
experiences, individualized approaches tailored according to defined patient and disease parameters may
lead to the successful application of antigen-specific vaccination to prevent or treat human cancer [17].
There is currently an ‘embarrassment of riches’ with regard to multiple vaccine strategies in the clinic with
no single approach proving to be superior [19]. Immune prevention could also be considered for individuals
whose tumors have been eradicated by standard therapy. Clinical data on patients treated with monoclonal
antibodies, and experimental data in mice immunized after tumor surgery, show that prevention of
recurrence in conditions of minimal residual disease is a permissible immunological challenge. However,
since the immune system has been imprinted by a previous encounter with a progressing tumor, tolerance to
TAAs may need to be overcome in order to elicit an efficient response [16].

Advances in tumor biology and tumor immunity have helped to better understand the mechanisms
displayed by a number of tumors to escape host immunity. This bulk of new knowledge will be used to
design future cancer vaccines, which will likely target multiple TAAs, presented by different antigen-
presentation formats, in association with synthetic adjuvants and/or immunostimulatory cytokines.
However, there are several outstanding issues which need to be addressed, for example vaccine therapy
often leads to partial tumor regression in both experimental animals and patients and tumors often recur.
What additional steps should be taken to prevent recurrence? What role(s) do tumor antigens play in the
pathogenesis of the neoplasm, and how can this knowledge be used to generate more effective vaccines?
Since DNA vaccines include the expression of normal cellular constituents, is there a danger of development
of autoimmune disease and, if so, how can it be prevented? How can DNA-based tumor vaccines be used to
identify new classes of tumor-associated antigens? [14].

Lastly, specific assays for measuring immune responses qualitatively and quantitatively are critically
needed in order to establish a meaningful correlation between clinical outcome and immune responses in
patients receiving experimental vaccines [13].

13.3.2
Antibodies

The idea of targeting drugs to cancer cells using antibodies as carriers is not a new concept: it was proposed
early in the twentieth century by Paul Ehrlich. However, it is only in the last 30 years that this approach has
begun to be tested experimentally and a major impetus to its evaluation was the development of monoclonal
antibodies (Mabs) by Kohler and Milstein in the mid 1970s [28]. As they are derived from the clonal
expansion of a single antibody-producing cell, monoclonal antibodies are homogeneous and react with only
a single antigenic determinant. The production of such antibodies was clearly a major advance over the poly
clonal antisera available previously which contained mixtures of antibodies of varying specificities. In the
clinical as well as the experimental setting, this lack of definition made polyclonal antisera less useful for
purposes where high specificity was required.
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Antibodies may be effective via a variety of mechanisms. They can block essential cellular growth
factors or receptors, directly induce apoptosis, bind to target cells and recruit ‘effector functions’, such as
antibody-dependent cellular cytotoxicity (ADCC) or complementdependent cytotoxicity, and act as delivery
systems/carriers for the site-specific delivery of molecules such as radioisotopes, chemotherapeutic drugs
and toxins [29].

Several Mabs, human-mouse chimeric and fully humanized anti-ERBB1 and ERBB2 antibodies have
been generated for ERBB targeting. Herceptin (Trastuzumab), a Mab against ERBB2, was the first
genomics-based therapeutic agent to be applied selectively on the basis of the genetic characteristics of the
tumor, i.e. ERBB2-overexpression in breast cancers [2]. Trastuzumab shows high affinity for the
extracellular domain of ERBB2 and is a potent inhibitor of ERBB2-expressing breast cancer cells [4, 30].
Trastuzumab promotes accelerated ERBB2 internalization and degradation, and induces antibody-
dependent cytotoxic responses depending on the level of ERBB2 expression. It inhibits the growth of
ERBB2-positive human tumor xenografts and can eradicate established tumors and enhance the anticancer
activity of a range of anticancer agents. As a single agent disease stabilization was seen in 14% of evaluable
patients and when combined with anthracyclines or paclitaxel the overall response rate improved to 45%
and survival time was increased by 25% [31]. In a phase II study in patients with breast cancer with high
levels of expression of ERBB2, 23% of patients had tumor shrinkage of greater than 50% [32]. Recently, a
multicenter phase III study in patients with metastatic ERBB2-positive breast cancer showed a longer
median survival for those treated with Trastuzumab [31].

Cetuximab is a chimeric Mab directed at the extracellular domain of the ERBB1 receptor which blocks
ERBB1 signaling, resulting in arrest of ERBB1-expressing tumor cells in G1 of the cell cycle. It has been
shown to inhibit a wide range of human tumor ERBB-expressing xenografts in nude mice and several phase
I and II clinical trials with Cetuximab as a single agent, or in combination with chemotherapeutic drugs,
have been undertaken. Partial responses to therapy have been reported in patients with colorectal cancer.
Cetuximabbased combination regimens are now being evaluated in randomized trials [4]. A fully
humanized Mab has entered a phase I clinical trial and early clinical studies are ongoing with a bispecific
antibody recognizing ERBB1 and the IgG receptor (CD64).

Mabs linked to radioisotopes have been used for radioimmunolocalization of tumors in patients as well as
for radioimmunotherapy. A recent phase I study set out to determine the maximum tolerated dose (MTD) of
iodine-131 (131I) labeled 81C6 anti-tenascin Mab that could be administered into surgically created
resection cavities in patients with malignant gliomas and to identify any objective responses. Newly
diagnosed patients with malignant gliomas with no prior external-beam therapy or chemotherapy were
treated with a single injection of 131I-labeled 81C6 into the resection cavity. The initial dose was 20mCi and
escalation was in 20-mCi increments up to 180 mCi. Patients were observed for toxicity and response until
death or for a minimum of 1 year after treatment. Dose-limiting toxicity was observed at doses greater than
120mCi and consisted of delayed neurotoxicity. None of the patients developed major hematological
toxicity. Median survival for patients with glioblastoma multiforme and for all patients was 69 and 79
weeks, respectively [33].

Encouraging results with a three-step avidin-biotin pretargeting approach to target 90Y-biotin to the tumor
in patients with recurrent high-grade glioma led to the application of the same strategy in an adjuvant
setting, to evaluate: (i) time to relapse; and (ii) overall survival. Thirty-seven high-grade glioma patients, 17
with grade III glioma and 20 with glioblastoma, were enrolled in a controlled open nonrandomized study. All
patients received surgery and radiotherapy and were disease-free by neuroradiological examinations.
Nineteen patients (treated) received adjuvant treatment with radioimmunotherapy. In the treated
glioblastoma patients, the median disease-free interval was 28 months (range 9–59 months); median survival
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was 33.5 months and one patient was still without evidence of disease. All 12 control glioblastoma patients
died after a median survival from diagnosis of 8 months. In the treated grade III glioma patients median
disease-free interval was 56 months (range 15–60 months) and only two patients within this group died.
Three-step radioimmunotherapy promises to have an important role as adjuvant treatment in high-grade
gliomas, particularly in glioblastoma where it impedes progression, prolonging time to relapse and overall
survival. The authors concluded that a further randomized trial was justified [34].

Recombinant immunotoxins are composed of a very potent protein toxin fused to a targeting moiety such
as a recombinant antibody fragment or growth factor. These molecules bind to surface antigens on cancer
cells and kill the target cells by catalytic inhibition of protein synthesis. Recombinant immunotoxins have
been developed for solid tumors and hematological malignancies and have been characterized intensively
for their biological activity in vitro on cultured tumor cell lines as well as in vivo in animal models of human
tumor xenografts. The excellent in vitro and in vivo activities of recombinant immunotoxins have led to the
initiation of clinical trial protocols. Recent trial results have demonstrated potent clinical efficacy in patients
with malignant diseases that are refractory to the traditional modalities of cancer treatment. The results
demonstrate that such strategies can be developed into a separate modality of cancer treatment with the
basic rationale of specifically targeting cancer cells on the basis of their unique surface markers. Efforts are
now being made to improve the current molecules and to develop new agents with better clinical efficacy.
This can be achieved by development of novel targeting moieties with improved specificity that will reduce
toxicity to normal tissues [35].

Although there are extensive data on the efficacy of immunoconjugates of Mabs linked to chemotherapeutic
drugs in vitro and in preclinical in vivo animal models, trials of these agents in patients has been limited.
Antibody-directed enzyme prodrug therapy (ADEPT), first described by Bagshawe [36], is a strategy for
selective treatment of cancer, in which a nontoxic prodrug is enzymatically converted into a cytotoxic
compound selectively at the surface of malignant cells by employing an enzyme-immunoconjugate.

Because of its high cytotoxicity the antibiotic CC-1065, isolated from Streptomyces zelensis, is a good
candidate for ADEPT. Simplistically, the active molecule is a ring of three carbon atoms which are under
strain and when the ring bursts, cause damage to DNA. The prodrug is like the natural antibiotic but without
the strained ring and with a sugar ‘safety-catch’. Once the sugar is removed, the molecule rearranges itself
into a three-atom ring and can cause its toxic effect. An antibody linked to an enzyme is used to remove the
sugar. Preclinical testing of this prodrug in mice has shown very promising results and it remains to be seen
whether these results can be reproduced in humans [37].

In another example of this approach, a fusion protein incorporating the scFv of an anticarcinoembryonic
antigen (CEA) antibody and a plant-derived β-galactosidase (linamarase), which is capable of splitting the
sugar linamirin to release cyanide has been developed. This system—known as antibody-guided enzyme
nitrile therapy (AGENT)—has shown efficacy in vitro. However, in vivo uptake studies in mice indicated
that AGENT could not be activated by normal mammalian cell metabolism and work is now progressing
with a human enzyme from the same family so that preclinical and then clinical studies can be undertaken with
this system [38].

Antibody engineering has made it possible to design antibodies with optimal characteristics for delivery
of radionuclides for tumor imaging and therapy. A humanized divalentFab’ cross-linked with a bis-
maleimide linker referred to as humanized divalent-Fab’ maleimide was produced as a result of this design
process. It is a humanized divalent antibody with no Fc, which can be produced in bacteria and has
enhanced stability compared with F(ab’)2. Results of a clinical study in patients with colorectal cancer using
humanized divalent-Fab’ maleimide, generated from the anti-CEA antibody A5B7, radiolabeled with
iodine-131 have been reported recently. Ten patients received an i.v. injection of 131I-labeled A5B7
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humanized divalent-Fab’ maleimide, positive tumor images were obtained by gamma camera imaging in
eight patients with known lesions and one previously undetected lesion was identified. True negative results
were obtained in two patients without tumor. Analysis of serial blood gamma counting and gamma camera
images showed a higher tumor to blood ratio compared to A5B7 mF(ab’)2 used previously in the clinic,
implying this new molecule may be superior for radioimmunotherapy. Dose calculations showed a
relatively high radiation dose to the kidney, which may limit the amount of activity that could be
administered in radioimmunotherapy. However the reduction in immunogenicity was also a major
advantage for A5B7 humanized divalentFab’ maleimide over murine versions of this antibody suggesting
that humanized divalent-Fab’ maleimide should be a useful vehicle for repeated therapies [39].

Malignant hematopoietic cells express lineage-restricted antigens that serve as suitable targets for
antibody-directed therapy. Although several highly specific, potent and relatively nontoxic, engineered
antibodies, immunoglobulin fragments and conjugates have been developed, only three have gained
approval for clinical use. Of these, a chimeric mouse-human anti-CD20 antibody has yielded the most
impressive clinical results. Encouraging data with the other approved antibodies, and with agents in clinical
trials, suggest that rational antibody design will generate effective products for several different
hematological malignancies. Despite these advances, significant challenges remain in the identification of
optimal cellular targets, antibody forms and treatment schedules for therapeutic applications [40].

Questions which still need to be addressed to optimize antibody-directed therapies include: (1) Can
antibodies and immunoconjugates be better designed? (2) Can tumorspecific cytotoxicity be enhanced? (3)
Are antibody-based treatments most effective as monotherapy or in combination with other modalities? The
pace of discovery and the clinical applications of antibody-directed therapies are rapidly accelerating.
Antibodybased approaches currently offer a versatile, potent and, in many cases, less-toxic alternative to
conventional treatments. Although effective as single agents, the greatest benefit of antibodies and
immunoconjugates might be as components of combination or adjuvant therapies [40].

13.3.3
Immune cells

The identification of many human tumor antigens as potential targets for immunotherapy has led to clinical
trials to augment the tumor immune response through the use of adoptively transferred immune cells. A
comprehensive treatment of the literature on this topic from in vitro, to preclinical, to clinical studies is
beyond the scope of this section and those interested in more details should consult these references
[41–43].

The major rationale for the use of T cells is that these cells have the capacity to specifically kill tumor
cells, to proliferate, and to persist after transfer and thereby be available to eliminate residual tumor cells or
newly emerging tumor cells. Most studies involve the ex vivo expansion of autologous T cells and generate
either a polyclonal proliferation by mimicking antigen signaling by using anti-TCR or anti-CD3 antibodies
and the cytokine IL-2, or an antigen-specific proliferation by the addition of autologous dendritic cells that
have been loaded with the relevant antigen [42].

Adoptive immunotherapy with EBV-specific cytotoxic T cells (CTLs) has proved to be a feasible strategy
for reconstructing immunity and preventing or treating EBV-lymphoproliferative disease (LPD) in patients
at high risk for this complication after hematopoietic stem-cell transplantation. This approach is being
extended to Hodgkin’s lymphoma and could be applied to other EBV-associated malignancies such as
Burkitt’s lymphoma and nasopharyngeal carcinoma in the future. Treatment with EBV-specific CTLs has
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been undertaken mainly in patients with recurrent Hodgkin’s disease and although the results are promising
they do not include any cures [43].

Treatment with autologous T cell transfer and high-dose IL-2 therapy after non-myeloblative lympho-
depleting chemotherapy in patients with metastatic melanoma reportedly resulted in the rapid growth in vivo
of clonal populations of T cells specific for the MART-1 melanocyte differentiation antigen, and resulted in
the destruction of metastatic tumors. However, autoimmune attack on normal tissues that expressed
MART-1 was also observed [44]. 

Infusions of natural killer (NK) cells, lymphokine-activated killer (LAK) cells from peripheral blood, and
polyclonal cell populations isolated from tumor-infiltrating lymphocytes (TILs) and nonspecifically
expanded in vitro with IL-2 have provided some evidence of efficacy in randomized controlled trials in
patients with melanoma and renal cell carcinoma. However, the low response rates and the toxicity due to
the high doses of IL-2 that have to be injected to maintain cell survival have limited this approach. In two
randomized trials in lung cancer patients, adoptive immunotherapy with TILs and IL-2 infusions, or LAK
and IL-2 therapy, have shown beneficial effects but it is uncertain in both cases whether the adoptively
transferred cells contributed to the effect or whether it was mainly due to the IL-2. To date there are no
published randomized controlled trials that have convincingly demonstrated clinical benefit from adoptively
transferred cells [42].

Recent advances in immunological monitoring now enable more-direct detection of individual antigen-
specific T cells on the basis of structural or functional properties. These advanced assays provide a degree
of specificity and sensitivity that was not previously possible with classical cytolytic or proliferation assays.
Careful use of these advanced assays to monitor the immune response in clinical trials may be used to address
questions related to the magnitude, homing property, function and avidity of antitumor T cells that are
required for effective therapy. An important corollary to an evaluation of the T-cell response will be an
understanding of the tumor response to immune manipulation, particularly an evaluation of potential
mechanisms of immune escape. Preclinical and clinical studies have shown that tumor cells might
circumvent the immune response through defective antigen expression and presentation, inhibition of T-cell
effector function and induction of antiapoptotic mechanisms [45].

Experiments in mouse model systems indicate that the transfer of TCRs, rather than the T cells
themselves, into recipient cells (by gene transfer) can be used as a strategy for the transfer of tumor-specific
T-cell immunity. This work is still in the preclinical phase of development and has not been tested yet in
clinical trials [46].

An alternative approach to adoptively transferring immune cells involves the stimulation of specific cell
populations in vivo. Natural killer T (NKT) cells are innate lymphocytes that share receptor structures and
functions with conventional T cells and NK cells. NKT cells are specific for glycolipid antigens bound by
the major histocompatibility complex class I-like protein CD1d. NKT cells rapidly produce large amounts
of cytokines in response to T-cell receptor engagement, suggesting that activated NKT cells can modulate
adaptive immune responses. Recent preclinical studies have revealed significant efficacy of NKT-cell
ligands, such as the glycolipid α-galactosylceramide, for the treatment of metastatic cancers suggesting that
appropriate stimulation of NKT cells could be exploited for prevention or treatment of human diseases
including cancer [47].

Alpha-galactosylceramide (α-GalCer) is a glycosphingolipid that was originally isolated from the sea
sponge Agelas mauritianus as an agent that clears metastatic tumors from mice. It was subsequently
reported that α-GalCer is a potent stimulator of murine NKT cells. α-GalCer and its synthetic equivalent,
KRN7OOO, bind CD1d molecules from mouse and human and stimulate NKT cells from either species.
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The striking conservation of this immune recognition system makes NKT cells particularly attractive as
targets for the development of novel immune therapies.
α-GalCer has shown significant efficacy in the treatment of a variety of experimental tumors. Although

α-GalCer-activated NKT cells can kill a wide range of tumor cell targets in vitro, accumulating evidence
indicates that NK cells are the major effector cells responsible for the antimetastatic activities of α-GalCer
in vivo. There is also evidence that IFN-γ induced by α-GalCer potentiates the generation of tumor-specific
CD8+ cytotoxic T cells which might contribute to the antimetastatic activities of α-GalCer as well. Thus α-
GalCer enhances components of both innate and adaptive antitumor cytotoxicity. 

Clinical trials of α-GalCer for treatment of human cancers have been initiated but efficacy data are not
yet available. One potential problem with applying the results of the animal studies to the treatment of
human disease is that humans have fewer NKT cells than mice. Thus, in humans it might be more
challenging to elicit strong NKT-cell responses with drugs such as α-GalCer. Another concern is that α-
GalCer therapy in mice can have potent side effects although none have so far been noted in the clinical
studies. It seems likely that α-GalCer may be evaluated as a vaccine adjuvant to enhance protective immune
responses against pathogens and tumors [47].

13.3.4
Cytokines

In addition to the targets represented by the protein products of oncogenes, there is evidence that the
expression of mutant genes is closely linked to aberrant cytokine gene expression. Early work demonstrated
that expression of a mutant RAS oncogene in at least two different human cell types is associated with
significant alterations in the regulation of genes encoding several cytokines, including IL-1A, IL-1B, CSF2,
CSF3 and IL-6 [48], In a mouse P815 mastocytoma model, tumor cells transfected with a human IL-13
cDNA in a plasmid expression vector, when injected into mice, were rejected and the mice developed
systemic specific antitumor immunity leading to long-lasting specific antitumor protection [49]. In another
study in mice, the vascular delivery of retro viral producer cell lines encoding the cytokines IL-4 and IL-2,
directed tumoricidal inflammatory responses to established metastases. Cytokine gene targeting inhibited
metastasis formation and caused significant overall reduction in tumor burden [50], indicating the potency of
this approach.

Some growth factors are therapeutically useful partly because restricted expression of their receptors
limits their action to particular cell types. However, no unique stimulating factor is known for many
clinically relevant cell types. It has been shown that it is possible to target the soluble a receptor (Rα)
component for IL-6 and ciliary neurotrophic factor (CNTF) to cells expressing particular surface markers,
thereby rendering these cells responsive to IL-6 or to CNTF. This approach may open the way for ‘designer
cytokines’ that are tailored to stimulate cells of choice, especially those for which a unique cytokine may not
exist [51].

In addition, as discussed earlier, cytokines are also an integral part of vaccine (see Section 13.3.1) and
adoptive immunotherapy (see Section 13.3.3) protocols. Chemokines belong to a superfamily of cytokine-
like, secreted proteins (8–11 kDa) that regulate leukocyte transport by mediating the adhesion of leukocytes
to endothelial cells, the initiation of transendothelial migration and tissue invasion. The majority fall into
two broad groups—CC chemokines with two adjacent cysteines, and CXC chemokines, in which the
equivalent two cysteine residues are separated by another amino acid. To date 24 human CC chemokines
(CCL1-CCL28), 15 human CXC chemokines (CXCL1–16) and one each of the CX3C and C chemokine
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subclasses, which are represented by fractalkine (CX3CL1) and lymphotactin (XCL1), respectively, are
known [52].

The role of chemokines in tumor biology is complex. Besides their action on hematopoietic cells, recent
studies have shown that chemokines also induce distinct effects in non-hematopoietic cells such as stromal
and solid tumor cells. Chemokines can act as autocrine or paracrine growth factors, induce angiogenesis or
angiostasis, regulate metastasis and have a role in the host’s immune response against tumor cells.

Findings in experimental tumor models have shown that the introduction of chemokines such as CCL1
(I-309), CCL2 (monocyte chemoattractant protein-1; MCP-1), CCL3 (macrophage inflammatory
protein-1a; MlP-1a), CCL5 (regulated upon activation normal T cell expressed and secreted, RANTES),
CCL16 (human β CC chemokine 4; HCC-4), CCL19 (MIP-3b), CCL2O (MIP-3a), CCL21 (6Ckine),
CXCL1O (interferon-γ inducible protein-10, IP-10) and XCL1 (lymphotactin) alone can induce tumor
regression and immunity to subsequent tumor challenge [52].

However, the antitumor efficacy of chemokines alone is limited and new approaches are being developed
that combine a chemoattractant (e.g. CCL19, CCL21, CXCL9, CXCL10, CXCL12 and XCL1) together
with cytokines (IL-2, IL-12, GM-CSF), which are known for their stimulating properties on T cells, NK
cells or tumor antigen-pulsed dendritic cells (DCs). It is hoped that chemokines might act as potent natural
adjuvants for experimental antitumor immunotherapy and their combination with tumor peptidepulsed DCs
and direct coupling to tumor antigen or immunostimulatory cytokines has been shown to result in
synergistic antitumor activity [52].

13.4
Other targets

13.4.1
Proteasomes

Protein degradation is fundamental to cell viability and the primary component of the protein degradation
pathway in the cell is the 26S proteasome which is a large multiprotein complex present in the cytoplasm
and the nucleus of all eukaryotic cells. The central role of the proteasome in controlling the expression of
regulators of cell proliferation and survival has led to interest in developing proteasome inhibitors as novel
anticancer agents. Studies in vitro and in vivo have shown that proteasome inhibitors have activity against a
variety of tumors and one of these agents, PS-341 (bortezomid, VELCADE™), has been tested in clinical
trials. These phase I trials showed that the treatment was well tolerated as a single agent and preliminary
evidence of biological activity was seen in some patients, thereby providing the rationale for phase II and
III trials in multiple myeloma. Phase II trials in several hematological malignancies and solid tumor types
are also in progress and additional trials of bortezomib, in combination with other cytotoxic regimens, will
focus on its activity in solid tumors [53]. Drugs that affect protein degradation by the proteasome are a
potentially promising class of agents that are just beginning to be explored.

13.4.2
p53

Analysis of the gene encoding p53 could serve to evaluate the effectiveness of a cancer treatment.
Mutations in this gene occur in half of all human cancers and regulation of the protein is defective in a variety
of others. Novel strategies that exploit our knowledge of the function and regulation of p53 are being
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actively investigated. Strategies directed at treating tumors that have p53 mutations include gene therapy,
viruses that only replicate in p53-deficient cells, and the search for small molecules that reactivate mutant
p53. Potentiating the function of p53 in a nongenotoxic way in tumors that express wild-type protein can be
achieved by inhibiting the expression and function of MDM2 or viral protein [54].

Over 6000 papers have described p53 alterations in human tumors—15 121 somatic and 196 germ-line
mutations in p53 are catalogued in the International Association of Cancer Registries (IARC) database [55].
Over 1700 different mutations in p53 have been reported. The mutations are found throughout the open
reading frame (ORF) as well as at splice junctions, and although the most common site for mutations is in
exons 5–8, which encode the DNA binding domain of the protein, over 13% of mutations lie outside this
region [54].

In the past decade the genetic and biochemical analysis of the p53 pathway that leads from cellular stress
(through p53 activation) to growth arrest and apoptosis, has identified many targets for therapeutic
development. It has also led to the growing realization that the toxicity and efficacy of many of the current
treatments are also profoundly affected by the activity of the p53 pathway. Most cytotoxic drugs induce the
p53 response in normal tissues, hence contributing to their toxicity, whereas tumors that retain the normal
p53 gene function are in many cases more responsive to treatment [54, 56, 57].

The various therapeutic approaches based around the p53 pathway have been recently summarized as
follows: (1) treatments for tumors in which the p53 gene is mutant including gene therapy (see
Section 13.7) with wild-type p53, exploiting the absence of p53 to enable selective drive of therapeutic gene
expression, exploiting the absence of p53 to enable selective viral replication, exploiting small-molecule
inhibitors of the p53 response, mimicking the function of downstream genes, reactivating mutant p53; (2)
treatments for tumors in which the p53 gene is wild-type (activating the function of the endogenous p53
gene in the tumor)—including inhibiting MDM2 (a negative regulator of p53), blocking the p53-MDM2
interaction, inhibiting nuclear export and mimicking p14ARF which is a small protein-activator of the p53
response [54].

Mutation of p53 is associated with poor prognosis in many types of human cancer. Because of the central
role of p53 in cell-cycle arrest and apoptosis, it has been proposed that lack of functional p53 in tumors,
either through mutation or by other mechanisms, such as overexpression of MDM2, could affect the efficacy
of standard radiation and chemotherapy. The relationship between p53 status and sensitivity to
chemotherapy has been extensively studied in breast and ovarian cancers. The majority of findings from
these studies indicate that mutation or alteration in p53 can lead to decreased sensitivity and resistance to
cytotoxic drugs. In terms of effects on tumor response to radiation therapy, numerous in vitro and in vivo
studies have shown that loss of p53 function increases post-irradiation clonogenic cell survival. This
correlates with an abrogated G1 checkpoint control and changes in apoptosis [57].

Collectively, the evidence indicates an association between lack of functional p53 and inability of tumor
cells to undergo apoptosis in response to chemotherapy and/or radiotherapy. Restoration of normal p53
function in tumors might restore the apoptotic pathway and therefore lead to an increased response to
conventional therapeutics [57].

It has been recently reported that a low-molecular-weight compound (PRIMA-1) has been identified
which is capable of inducing apoptosis in human tumor cells through restoration of the transcriptional
transactivation function to mutant p53. This molecule restored sequence-specific DNA binding and the
active conformation to mutant p53 proteins in vitro, and in vivo in mice it showed an antitumor effect
without apparent toxicity. The authors suggest that this molecule may serve as a lead compound for the
development of anticancer drugs targeting mutant p53 [58].
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Molecular studies on p53 protein conformation and on the regulation of its DNA-binding activity have
shown that the protein is oligomeric, it is in an equilibrium between different conformational states, that its
regulatory domains control its core DNA-binding domain conformation, and that cancer-prone mutations
can alter the normal conformational equilibrium within the tetramer. Numerous low-molecular-weight
agents have been identified that are capable of reactivating both wild-type and mutant p53 in vivo, and these
hold great promise for treatment in the future [59].

Death receptors—members of the tumor necrosis factor receptor (TNFR) superfamily—signal apoptosis
independently of p53. Decoy receptors, in contrast, are a nonsignaling subset of the TNFR superfamily that
attenuates death receptor function. Agents that are designed to activate death receptors (or block decoy
receptors) might therefore be used to kill tumor cells that are resistant to conventional cancer therapy.
Concomitant with the evaluation of the safety and efficacy of such agents in preclinical models is the
identification of suitable candidates for clinical investigation. The identification of more TNF and TNFR
superfamily members through the Human Genome Project has yielded novel apoptosis-based approaches
that have the potential to expand cancer therapy in a new direction [60].

13.4.3
Raf kinases

Raf kinases are proto-oncogenes that work at the entry point of the mitogen-activated protein kinase/
extracellular-signal-regulated kinase (MAPK/ERK) pathway, a signaling module that connects cell surface
receptors and RAS proteins to nuclear transcription factors. The pathway is hyperactivated in 30% of human
tumors and impinges on all the functional hallmarks of cancer—immortalization, growth factor-independent
proliferation, insensitivity to growth-inhibiting signals, ability to invade and metastasize, ability to attract
blood vessels, and evasion of apoptosis. Raf is an attractive target for therapy as a single inhibitor could
block several cancer-promoting elements at once, and thereby cause the collapse of synergistic processes
that sustain the cancer cells, without the necessity to inhibit any single element completely [61].

Although Raf activation is still incompletely understood, three approaches are currently under
investigation to inhibit the Raf-MEK (MAPK/ERK kinase) pathway. The first is the use of antisense RNA
(see Section 13.5) to down-regulate Raf-1 protein levels. ISIS 5132 is an antisense oligonucleotide which
has been shown to reduce Raf-1 mRNA levels in the blood cells from treated patients in phase 1 clinical trials.
The results of phase II trials are awaited. The second is the use of chemical Raf inhibitors such as BAY 43–
9006 which has entered phase I trials after encouraging preclinical results. The third approach is inactivation
of MEK by Raf and PD184322 is a drug that does this effectively in preclinical studies with colon cancer
xenografts in nude mice and which is now proceeding to clinical trials [61].

13.4.4
Cyclin-dependent kinases (CDKs)

With the recent understanding of the role of CDKs in cell cycle regulation (see Chapter 4) and the discovery
that approximately 90% of all neoplasia is the result of ‘CDK hyperactivation’ leading to the abrogation of
the RB pathway, novel CDK modulators are being developed. Most CDK inhibitors have antiproliferative
properties associated with apoptosisinducing activity and display antitumor activity. However, their cellular
targets remain to be identified [62]. The first two CDK modulators tested in clinical trials, flavopiridol and
UCN-01, demonstrated significant preclinical activity in hematopoietic models. Both compounds have also
demonstrated activity in some patients with non-Hodgkin’s lymphoma. The best schedule to be
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administered, combination with standard chemotherapeutic agents and demonstration of CDK modulation in
tumor samples from patients in these trials are important issues that need to be answered in order to ensure
the best possible use of these agents [63].

13.4.5
Angiogenesis

Formation of new blood vessels (angiogenesis) and lymphatic vessels (lymphangiogenesis) are thought to
be essential for tumor progression and metastasis [64, 65]. However, the initial enthusiasm for the anticancer
potential of angiogenesis inhibitors has been tempered by controversy, highlighted at the 2002 American
Association for Cancer Research meeting [66, 67]. The initial encouraging results obtained with
antiangiogenic agents meant that there was a rush to take this research from the bench to the clinic. The
hope that antiangiogenic therapy might be the panacea for cancer has not been realized. There are many
possible reasons for this, including endothelial and tumor cell heterogeneity, the presence of survival factors
within the tumor micro-environment, the problem of defining the best dose and schedule and angiogenesis-
independent regrowth of tumors [68]. More than 300 angiogenesis inhibitors have been discovered to date
and there are currently over 80 antiangiogenic agents in clinical trials involving over 10000 patients [64, 69]
but so far no therapy based on angiogenic modulation has shown sufficient clinical benefit to be approved
for such an indication [64]. It has become apparent that not enough was known about the molecular
mechanisms of tumor angiogenesis when trials of antiangiogenic compounds began in the 1990s, and the
manner in which these drugs are administered must be changed to achieve maximum clinical efficacy [67].

After phase I studies, clinical trials were initiated before the biologically effective dose,
pharmacokinetics, timing of therapy or long-term effects of the various drugs had been established. It has
been argued that the traditional strategies that are used in clinical trials for anticancer therapies are not
appropriate for assessing the efficacy of agents that modulate angiogenesis since most angiogenic
modulators are cytostatic, slowing or stopping tumor growth, without producing an objective remission. It
has also been suggested that imaging studies, for example MRI, could have a key role in assessing the
efficacy of treatments [64]. For a review of the promises and pitfalls of antiangiogenic therapy in clinical
trials readers should consult reference [70].

Cancer cells begin to promote angiogenesis early in tumorigenesis and this ‘angiogenic switch’, as it has
been termed, is characterized by oncogene-driven tumor expression of proangiogenic proteins, such as
vascular endothelial growth factor (VEGF), basic fibroblast growth factor (bFGF), interleukin-8 (IL-8),
placenta-like growth factor (PLGF), transforming growth factor-β (TGF-β), platelet-derived enodothelial
growth factor (PD-EGF), pleotrophin and others [71].

Paradoxically, tumor progression is associated with both increased microvascular density and
intratumoral hypoxia. This paradox arises because the tumor vasculature is structurally and functionally
abnormal, resulting in perfusion that is characterized by marked spatial and temporal heterogeneity [72]. In
addition, decreased aerobic (hypoxic) conditions in tumors induce the release of cytokines that promote
vascularization and thereby enhance tumor growth and metastasis [73]. Hypoxia-inducible factor 1 (HIF-1)
controls oxygen delivery (via angiogenesis) and metabolic adaptation to hypoxia (via glycolosis). In
xenograft models tumor growth and angiogenesis are correlated with HIF-1 expression. HIF-1 consists of a
constitutively expressed HIF-1 β subunit and an oxygen- and growth factor-regulated HIF-α subunit. Three
members of the HIF-α family have been cloned to date: HIF-1α, HIF-2α, HIF-3α. HIF-1α has been the
most extensively characterized and in human cancers it is overexpressed as a result of intratumoral hypoxia
and genetic alterations affecting key oncogenes and tumor suppressor genes. HIF-1α overexpression in
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biopsies of brain, breast, cervical, esophageal, oropharyngeal and ovarian cancers is correlated with
treatment failure and mortality. Increased HIF-1 activity promotes tumor progression, and inhibition of
HIF-1 could represent a novel approach to cancer therapy [72, 74].

Five mammalian vascular endothelial growth factor (VEGF) family members have been identified to
date: VEGF, VEGF-B, VEGF-C, VEGF-D and placenta growth factor (P1GF). Almost all types of cancer
cells express VEGF, which uses VEGF receptor 1 (VEGFR-1) and VEGFR-2 for signaling. Associations
have been observed between VEGF expression, the vascular density in human tumors and patient prognosis
[65]. Several studies have shown that overexpression of VEGF-C or VEGF-D induces lymphangiogenesis
and promotes tumor metastasis in mouse tumor models. It has been demonstrated that VEGFR-3 signaling
can be inhibited by recombinant adenoviruses expressing the VEGFR-3-Ig fusion protein (which binds
VEG-C) resulting in suppression of tumor lymphangiogenesis and metastasis to regional lymph nodes, but
not lung metastasis, in a mouse model [65]. 

Depending on their proposed mechanisms of action, angiogenic modulators can be subdivided into
several categories: modulators of proteolytic enzymes; inhibitors of endothelial cell proliferation and/or
survival; upstream modulators; and undefined [64]. Several antibodies are in clinical trials as angiogenic
modulators including anti-VEGF (non-Hodgkin’s lymphoma, breast, prostate, colorectal, renal and
nonsmall-cell lung cancer); recombinant human anti-VEGF (Avastin or Avastatin) in a variety of cancers
including renal cell carcinoma; and Vitaxin, an anti-α1, β3-integrin antibody that interferes with blood-
vessel formation by inducing apoptosis in newly generated endothelial cells.

A phase I study of the molecular imaging and biological evaluation of HuMV833 (a humanized anti-
VEGF antibody) in patients with progressive solid tumors illustrates one of the problems with this
approach. Because of the heterogeneity with respect to antibody uptake and clearance it was not possible to
identify the optimal biologically active dose. The authors concluded that either intrapatient dose escalation
or larger, more precisely defined patient cohorts would be preferable to conventional strategies in the design
of phase I studies with antiangiogenic compounds such as HuMV833 [75].

Although antiangiogenic therapy is a promising new approach, concerns have been raised that it will
select for highly aggressive, hypoxia-adapted tumor cells. Tumor cells deficient in p53 display a diminished
rate of apoptosis under hypoxic conditions, a circumstance that might reduce their reliance on vascular supply,
and hence their responsiveness to antiangiogenic therapy. It has been shown that mice bearing tumors
derived from p53-/- human colorectal cancer cells are less responsive to antiangiogenic combination therapy
with anti-VEGFR2 antibody and a cytotoxic drug than mice bearing isogenic p53+/+ tumors. Thus, although
antiangiogenic therapy targets genetically stable endothelial cells in the tumor vasculature, genetic
alterations that decrease the vascular dependence of tumor cells can influence the therapeutic response of
tumors to this therapy [76]. In addition, the assumption that selection for endothelial cells that are resistant
to the therapy is unlikely to occur has been called into question by the identification of mutations affecting
proteins in apoptotic pathways in endothelial cells of patients with primary hypertension. The combination
of antiangiogenic agent and an inhibitor of HIF-1 might be particularly effective, as the angiogenesis
inhibitor would cut off the tumor’s blood supply and the HIF-1 inhibitor would prevent the ability of the
tumor to adapt to the ensuing hypoxia. Under these conditions of severe intratumoral hypoxia, a therapeutic
window for inhibition of HIF-1 activity is most likely to exist. The dramatic effects of total HIF-1 a
deficiency on vascular development in mice also suggest that inhibition of HIF-1 could potentiate the effect
of angiogenesis inhibitors on endothelial cells and reduce the potential for the development of drug
resistance [72].

The blood vessels of individual tissues are biochemically distinct, and pathological lesions put their own
‘signature’ on the vasculature. The development of targeted pharmaceuticals necessitates the identification
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of specific ligand-receptor pairs and knowledge of their cellular distribution and accessibility. Using new
methods, such as in vivo screening of phage libraries, which permits the identification of organ-specific and
disease-specific proteins expressed on the endothelial surface, it is now possible to decipher the molecular
signature of blood vessels in normal and diseased tissue [77]. Since in tumors, both blood and lymphatic
vessels differ from normal vessels, peptides and antibodies that recognize these vascular signatures and can
be used in targeted delivery therapeutic approaches are being developed [77, 78]. For example, using a
phage screening procedure a tumor-homing peptide has been identified which has targeting specificity for
lymphatic vessels, accumulating in the nuclei of the lymphatic cells as well as in the nuclei of tumors
(xenografts and spontaneous prostate and breast cancers in transgenic mice). The results show that tumor
lymphatics carry specific markers and that it may be possible to specifically target therapies to tumor
lymphatics in addition to tumor blood vessels [79]. 

A review of many of the important challenges that need to be addressed for the successful translation of
angiogenesis inhibitors into clinical application highlighted that one of the most important is the lack of
surrogate markers to determine efficacy in most cases [71]. For an overview of recent advances in
angiogenesis, the increasing repertoire of drugs likely to manipulate it and new endothelial-specific genes with
which to target vasculature, readers are referred to reference [80].

Polymorphism in the angiogenic genes/factors may in part explain the variation in tumor angiogenesis
which has been observed between individuals. The establishment of a DNA repository containing samples
from over 1800 breast cancer patients to identify gene polymorphisms in angiogenesis-related genes that
play an important role in tumor growth and progression illustrates the intensive efforts that are underway in
this area [81]. It is clear that in order to optimize antiangiogenic therapy a much greater understanding of
the fundamentals of angiogenesis will be required which should lead to new approaches to attacking tumor
vasculature [82].

13.4.6
Epigenetic silencing

Epigenetic inactivation of genes that are crucial for the control of normal cell growth is a hallmark of cancer
cells [83, 84]. These epigenetic mechanisms include crosstalk between DNA methylation, histone
modification and other components of chromatin higher-order structure, and lead to the regulation of gene
transcription. Unlike mutagenic events, epigenetic events can be reversed to restore the function of key
control pathways in malignant and premalignant cells and re-expression of genes epigenetically inactivated
can result in the suppression of tumor growth or sensitization to other anticancer therapies [84]. Small
molecules that reverse epigenetic inactivation are now undergoing clinical trials. This, together with
epigenomic analysis of chromatin alterations such as DNA methylation and histone acetylation, opens up
the potential both to define epigenetic patterns of gene inactivation in tumors and to use drugs that target
epigenetic silencing [83].

Two key changes in chromatin are associated with epigenetic transcriptional repression DNA methylation
and histone modifications. DNA methylation is the only commonly occurring modification of human DNA
and results from the activity of a family of DNA methyltransferase enzymes (DNMT). DNA methylation
leads to the binding of a family of proteins known as methyl-binding domain (MBD) proteins. Several of
the members of this family have been shown to be associated with large protein complexes containing
histone deacetylase (HDAC). To date several trials using agents that target DNMTs and HDACs have been
completed or are underway [83].
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13.4.7
Mitochondria

Mitochondria are intracellular organelles that play a central role in oxidative metabolism and apoptosis. The
recent resurgence of interest in the study of mitochondria has been fueled in large part by the recognition
that genetic and/or metabolic alterations in this organelle are causative or contributing factors in a variety of
human diseases, including cancer. Point mutations, deletions or duplications of mitochondrial DNA are
found in a wide range of cancers and the accumulation of mutations in mitochondrial DNA has been found
to be tenfold greater than that in nuclear DNA. The many distinct differences in mitochondrial structure and
function between normal cells and cancer cells provide molecular sites against which novel and selective
chemotherapeutic agents might be targeted [85].

A new class of anticancer agents has already been developed that exploits the higher mitochondrial
membrane potential seen in some carcinoma cells versus control epithelial cells. Collectively they are called
delocalized lipophilic cations (DLCs) and they have shown some degree of efficacy in carcinoma cell
killing in vitro and in vivo. Importantly, although increased membrane potential is necessary to achieve
selective cytotoxicity by DLCs, it alone is not sufficient as cardiac muscle cells would also be susceptible to
the cytotoxic effects of these agents, and this has not proved to be the case.

Alternative therapeutic strategies include employing mitochondrial protein-import machinery to deliver
macromolecules to mitochondria and also the specific interaction of drugs with certain mitochondrial
proteins. Although the use of DLCs as anticancer agents has shown promise, there is at present no real
understanding of the biochemical basis for the increased mitochondrial membrane potential in carcinoma
cells. The topic of drug and DNA delivery to mitochondria has been the subject of a recent issue of
Advanced Drug Delivery Reviews to which the interested reader is directed for a more detailed treatment of
this topic [86]. Knowledge of the specific biochemical alterations leading to the increased membrane
potential will lead to a more rational approach to the choice of highly selective DLCs for clinical use in the
future [85].

13.4.8
Carbohydrates

Experimental evidence directly implicates complex carbohydrates in recognition processes, including
adhesion between cells, adhesion of cells to the extracellular matrix, and specific recognition of cells by one
another. In addition, carbohydrates are recognized as differentiation markers and as antigenic determinants.
Lectins are nonenzymatic proteins present in plants and animals, which preferentially bind to specific
carbohydrate structures and play an important role in cell recognition. Modified carbohydrates and
oligosaccharides have the ability to interfere with carbohydrate-protein interactions and therefore, inhibit
the cell-cell recognition and adhesion processes, which play an important role in cancer growth and
progression. Galectins are a family of proteins that share an affinity for β-galactoside moieties and
significant sequence similarity in their carbohydratebinding sites. Many epithelial tumors, such as colon,
thyroid and breast express both galectin-1 and -3. Increased expression of galectin-1 by tumor cells is
positively correlated with a metastatic phenotype and a poorly differentiated morphology. Selectins are a
group of cell adhesion molecules that bind to carbohydrate ligands and play a critical role in host defense
and in tumor progression and metastasis.

A modified natural polysaccharide modified citrus pectin (MCP) has been shown to have antitumor
effects in vitro and in animal models. In phase II clinical trials on colorectal cancer patients, MCP showed
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clinical activity with five out of 23 patients showing tumor stabilization and one patient showing tumor
shrinkage.

Interfering with normal cell recognition using a large or a small sugar molecule has been reported to
block the progression of tumors by interfering with angiogenesis, cell-cell, cell-matrix interactions, tumor
invasion and metastasis. So far, limited studies have been performed with modified pectin, but this molecule
is undergoing clinical trials and has shown beneficial clinical effects [87].

13.4.9
Cyclooxygenase 2 (COX-2)

COX-2 is an inducible prostaglandin G/H synthase which is overexpressed in several human cancers.
Oncogenes, growth factors, cytokines, chemotherapy and tumor promoters stimulate COX-2 transcription
via protein kinase C and RAS-mediated signaling. For example, the level of COX-2 is elevated in breast
cancers that overexpress HER-2/neu as a result of increased signaling. Epidemiological evidence has shown
that the use of nonsteroidal anti-inflammatory drugs (NSAIDS), which are prototypic COX-2 inhibitors, is
associated with a reduced risk of several malignancies, including colorectal cancer [88 and
references therein]. In a landmark clinical study, treatment with celecoxib, a selective COX-2 inhibitor, was
shown to reduce the number of colorectal polyps in patients with familial adenomatous polyposis (FAP) [88].

Selective COX-2 inhibitors are being evaluated in conjunction with chemotherapy and radiotherapy in
patients with cancers of the colon, lung, esophagus, pancreas, liver, breast and cervix. These studies should
provide information on whether selective COX-2 inhibitors are effective in either preventing or treating
cancer [89, 90] and the results of these clinical trials are eagerly awaited.

13.5
Antisense RNA or oligonucleotides

Following the initial discoveries of natural antisense RNAs in prokaryotes, numerous applications of
antisense RNA-mediated regulation have been demonstrated in a variety of experimental systems [91, 92].
These nontranslated mRNAs directly repress gene expression by hybridizing to a target RNA, rendering it
functionally inactive. Specificity of antisense RNA for a particular transcript is conferred by extensive
sequence complementarity with the ‘sense’ or target RNA. Translation of a target mRNA is inhibited
following formation of a sense-antisense RNA hybrid. In addition, the duplex molecule may become
sensitive to double-strand-specific cellular nucleases. Other effects of antisense RNA may include
transcriptional attenuation of the mRNA and also disruption of post-transcriptional processing events [92].

Oncogene DNA and RNA differ in nucleotide sequences from normal proto-oncogene DNA and RNA,
and it is therefore theoretically possible to design specific antisense molecules to block translation of
oncogene mRNA. For example, microinjection of antisense DNA sequences might bind to, and block
expression of, oncogene DNA. Such ‘blocking DNA’ could also incorporate an anti-DNA toxin, such as an
alkylating agent, to destroy the portion of the chromosome encoding the oncogene specifically. Similarly,
an antibody against the oncogenic RNA sequence might bind and prevent that mRNA molecule from being
used by ribosomes, or it might inhibit elongation by blocking transfer RNA from binding to the oncogenic
messenger anticodon [93].

Several groups have tried to reverse the transformed phenotype by expressing large amounts of mRNA
from the DNA strands complementary to the one coding an aberrant oncogene protein. In the nuclei of the
cells the two complementary mRNA strands hybridize to form a double-stranded structure that effectively
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prevents translation of the mRNA [93]. It is now possible to design antisense oligonucleotides (ODNs), or
catalytic antisense RNAs (ribozymes) which can pair with and functionally inhibit the expression of any
single-stranded nucleic acid. These compounds interact with mRNA by Watson-Crick base-pairing and are
therefore highly specific for the target protein. This high degree of specificity has made them attractive
candidates as therapeutic agents [94] as well as valuable in the elucidation of cellular signaling pathways.
Studies with these agents have probed their utility as potential therapeutic agents, especially in the realm of
cancer. To give just one example out of many, ODNs directed at HER2 are in preclinical evaluation for the
treatment of breast cancer [2]. With the implementation of gene therapy in early clinical trials,
oligonucleotide-mediated suppression of gene expression has emerged as an important complementary
strategy to gene therapy [95, 96].

Several laboratories are testing retroviruses encoding antisense RNA expressed in a tissue-specific
manner by use of appropriate enhancer and other control regions attached to the anticancer genes. To make
this approach practical, a better understanding of retroviral tissue tropism mediated by cell surface receptors
is important. It would not be ethical to infect a cancer patient with a retroviral vector carrying an antisense
gene until its efficacy and more importantly its safety have been proved [93]. Despite this caveat, such an
approach is already being used clinically (see Section 13.7).

Attempts to realize the promise and expectations raised by the concept of antisense blocking of specific
genes involved in cancer, AIDS and a variety of other diseases have resulted in some unexpected questions
arising about how these genes really work [97, 98]. Even though the phosphorothioates are generally
believed to represent the first generation of antisense nucleotides, they suffer from certain drawbacks like the
existence of diastereoisomeric mixtures, intermediate RNA-binding affinity and certain nonspecific side
effects [99]. Solutions for obtaining ODNs with improved binding properties and nuclease resistance can be
realized by various chemical means [100]. Several novel approaches which can influence the biological
efficacy by modulating the biodistribution and/or stability of the target mRNA by cleavage have been
proposed. However, it remains to be proven whether these second-generation antisense ODNs will be
useful. In vivo data are limited to methylphosphonates and in particular phosphorothioates which have
entered clinical trials as the first generation of antisense compounds [100].

As stressed in a review of the antisense treatment of viral infection [101] many simple but critical
questions remain unanswered and this is also true of its application in cancer. A review in the mid 1990s
[102] focused on those aspects of chemistry and mechanism that were thought to be important and relevant
for the therapeutic use of deoxynucleotide agents. The authors designated the outstanding questions as
being: (1) How can oligonucleotides be delivered more efficiently to intracellular compartments? (2) How
can oligonucleotides be more selectively delivered from the bloodstream to target tissues? (3) How stable must
an oligonucleotide be for optimal function and low toxicity? (4) Will development of new RNase H-
independent inhibitors lead to greater specificity? (5) Can new agents be developed that avoid aptameric
effects and inhibit by a purely antisense mechanism?

Most of these questions, as well as the promise and the shortcomings [103, 104] in the field of antisense
are still relevant today.

In hematologic disorders antisense ODNs are being employed as ex vivo bone marrow purging agents and
as potential drugs for direct in vivo administration to patients with leukemia [105, 106]. In vitro data from
cell culture experiments showed that an antisense ODN (G3139) designed to hybridize with the mRNA of
BCL2 can sensitize lymphoma cells to the apoptotic effects of chemotherapeutic agents. A phase I study in
21 patients with BCL2-positive relapsed non-Hodgkin’s lymphoma patients who received an 18-mer
phosphorothioate ODN complementary to the first six codons of the BCL2 open reading frame (G3139)
showed that no systemic toxicity was seen at daily doses up to 110.4mg/m2 and that BCL2 protein was
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reduced in seven of 16 assessable patients [107]. Phase I and II studies are also being undertaken to test
G3139 in combination with docetaxel in patients with advanced breast cancer, hormone-refractory prostate
cancer and other solid tumors [108].

Another target of antisense ODNs is protein kinase C-alpha (PKC-alpha) which belongs to a class of
serine-threonine kinases. An antisense ODN directed against PKC-alpha has been evaluated in phase I and
II studies in patients with low-grade lymphomas, and in combination with carboplatin and paclitaxel in
patients with stage IIB or IV nonsmallcell lung cancer. Antisense ODNs against RAF1, HRAS, MYB, protein
kinase A and DNA methyltransferase are also undergoing preliminary clinical investigation in patients with
a variety of cancers including hematologic, colorectal, breast and ovary [108].

The progress and the problems of antisense therapeutics in chronic myeloid leukemia have been recently
summarized. It has become clear that antisense therapeutics is considerably more problematic than was
naively initially assumed and the high expectations of the approach have yet to have a substantial impact on
clinical practice, thus resulting in a waning of clinical interest in this approach. However, there is
considerable evidence that antisense ODNs are effective in vitro. Critical analysis of the molecular and
cellular behavior of antisense ODNs indicate that the clinical strategies that have been utilized so far are
suboptimal for a number of reasons including unfavorable antisense chemistries, the wrong target or failure
to achieve intracellular access. Considerable further basic research is required and an optimal antisense
strategy is therefore some years away [106].

13.6
RNA interference/inhibition (RNAi)

RNAi is an innate cellular process which is activated when a double-stranded RNA (dsRNA) molecule of
greater than 19 duplex nucleotides enters the cell, causing the degradation of not only the invading dsRNA
molecule, but also single-stranded RNAs (ssRNAs) of identical sequence, including endogenous mRNAs.
RNA interference methods, like antisense strategies, are based on nucleic acid technology. However, unlike
the antisense approach, dsRNA activates a normal cellular process leading to a highly specific RNA
degradation and to cell to cell spreading of this gene silencing effect in several RNAi models. This systemic
property potentially provides great promise for therapy because the delivery problems that have plagued other
nucleic acid-based therapies could be at least partly alleviated in RNAi-based gene silencing applications
[109–111].

The demonstration that a single base difference in synthetic small inhibiting RNAs (siRNAs) can
discriminate between mutated and wild-type (WT) p53 in cells expressing both forms and can result in the
restoration of WT protein [112] indicates the potential of this approach. A better description of the systemic
nature of the response in whole animals together with the ongoing improvements in in vivo nucleic acid
delivery technologies could enable RNAi to be used therapeutically, as a single agent or in combination,
sooner than is predicted at present [109, 111, 112].

13.7
Gene therapy

Gene therapy, the treatment or prevention of disease by gene transfer, has been alluded to several times in
the preceding pages. It is regarded as a potential revolution in medicine because gene therapy is aimed at
treating or eliminating causes of disease, whereas most current drugs treat the symptoms. For an erudite
discussion of the problems associated with gene therapy in humans, readers are referred to Weatherall’s
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excellent book [113]. Although this book was published over 12 years ago the issues he raised are as
relevant today as they were then. Up until now, the twin Achilles heels of gene therapy have been the
inability to target specifically and the inability to control exogenous gene expression [114].

One example of a successful gene therapy approach in an animal model has been the liposomal delivery
of the human APC gene to rodent colonic epithelium where 100% of the epithelial cells which contacted the
liposome-gene mixture were shown to have taken up the gene [115]. Expression was, however, only
transient and did not persist beyond 3 days, thereby limiting the potential therapeutic utility of a single dose.
Permanent expression of genes in colonic epithelium is not feasible with current technology, however,
continuous expression can be obtained by repeated treatment with liposomal enemas every 2–3 days.

Studies such as this in animal models have revealed major impediments that need to be overcome if gene
therapy is to become an everyday reality. One of these is that adenoviral vector administration commonly
induces inflammation and antigen-specific cellular and humoral immune responses [116].
Immunomodulation, inducing transitory immunosuppression, by using recombinant IL-12 to block the
production of IgA antibodies is one approach that has been investigated in an attempt to overcome this
problem [117]. 

The first decade of gene therapy has been summarized up to the year 2000. Two hundred and sixteen
gene transfer protocols using retroviruses had been approved or submitted to regulatory authorities in North
America and Europe for the treatment of cancer, the main targets being tumor cells, antigen presenting
cells, blood progenitor cells, T cells, fibroblasts and muscle cells [118]. Most clinical trials have been small
phase I/II studies with the main objectives of demonstrating safety and gene transfer, and obtaining
information to guide dose selection for phase II and III efficacy studies.

Most research continues to be in the area of vector development. Crucial to this is the development of
efficient, multipurpose therapeutic gene delivery systems which should have the following characteristics:
(a) the ability to target specific cells; (b) no limitation on the size or type of nucleic acid that can be
delivered; (c) no intact viral component and therefore be safe for the recipient; (d) the ability to transduce a
large number of cells regardless of their mitotic status; and (e) the potential to be completely synthetic. The
development of molecular conjugates (ligands to which a nucleic acid or DNA-binding agent has been
attached for the specific targeting of nucleic acids (i.e. plasmid DNA) to cells as delivery vectors) has
resulted in the creation of a simple, nonviral method for the targeted delivery of nucleic acids to specific
cell types. These ‘synthetic viruses’ can easily incorporate components that are associated with viral
function [119 and references therein].

Since 1996, it has been clear that the main aspects in which vector improvement is required are: (1)
specificity and efficiency of gene transfer; (2) specificity, magnitude and duration of expression; (3)
immunogenicity; and (4) manufacturing. Each gene transfer system has its own combination of advantages
and limitations and the reader is directed to [118] for an in-depth discussion of these.

Gene therapy in which the normal p53 gene is introduced back into tumor cells using either physical or
viral vectors (predominantly adenovirus and retrovirus) has been extensively evaluated in preclinical and
clinical models. Most work has used replication-defective adenoviruses that deliver human p53 cDNA
sequences driven by strong viral promoters. Efficacy without nonspecific toxicity has been seen with the
introduction of wild-type p53 by these viral delivery systems, with reported suppression of the growth of
various types of malignancies, including leukemia, prostate, head and neck, colon, cervical, glioblastoma,
breast, liver, ovarian, kidney and lung tumor cell lines in vitro and in vivo in mouse xenograft models.
However, responses in early human trials have been less convincing [54]. Also, it has been shown that p53
alone, although able to partially inhibit tumor growth, is not able to eliminate established tumors in the long-
term [57].

232 MOLECULAR BIOLOGY OF CANCER



p53 replacement alone, although demonstrating some beneficial effects in head and neck cancer and in
nonsmall-cell lung cancer, has not been totally successful. The emphasis has now shifted to combination
therapies. Completed phase I and II studies in lung cancer with adenoviral-mediated transfer of wild-type
p53 (Ad-p53), either alone or in combination with chemotherapy or radiotherapy, have demonstrated
acceptable toxicity and evidence of tumor regression with intratumoral delivery of Ad-p53. The
predominant clinical effect was found to be locoregional in the area of intratumoral delivery [120].

The majority of the literature supports the premise that p53 is a critical factor in the response of cancer
cells to cytotoxic anticancer therapies. Consequently, these findings point to the immense clinical potential
of p53 gene therapy as a means to enhance conventional chemo- and radiotherapy that could lead to new
more effective treatment modalities in the foreseeable future [57].

Suicide genes can be introduced into cancer cells to make them more sensitive to chemotherapeutic
agents or toxins. Chemotherapeutic suicide gene therapy approaches are known as gene-directed enzyme
prodrug therapy (GDEPT) or gene-prodrug activation therapy. GDEPT represents a rational technology to
improve drug selectivity for cancer cells. One of the most promising approaches has been the use of
retroviral vectors containing a herpes simplex virus thymidine kinase (HSVtk) gene in patients with brain
tumors. In rat models it had previously been shown that it was mainly the rapidly proliferating tumor cells
that integrated HSVtk and subsequent intravenous infusions with ganciclovir resulted in considerable death
of cells expressing HSVtk [121 and references therein].

Another example of a suicide gene therapy-based approach is based on the bacterial enzyme
caboxypeptidase G2 (CPG2), a bacterial enzyme isolated from Pseudomonas aeruginosa. The advantage of
CP2 over HSVtk and cytosine deaminase-5-fluorocytosine (CD-5-FC), is that it activates prodrugs that are
able to kill quiescent as well as proliferating cells. CPG2 was originally identified for use with the prodrug
4-[(2-chloroethyl)(2-mesyloxyethyl) amino]benzoyl-L-glutamic acid (CMDA) which releases a cytotoxic
alkylating agent following activation by CPG2. The CPG2-CMDA system has been extensively evaluated in
vitro and in preclinical xenografts in nude mice. Advantages of the CP2-CMDA system are: enhanced
selectivity toward cancer cells, amplification effects, and bystander cell death [122].

All gene therapy strategies share a common component, the need for a selective delivery vehicle or
vector with tumor-targeting capabilities. This need has led to the in-depth investigation of viruses as new
vectors for gene therapy [120]. However, there are drawbacks to the use of viral vectors, particularly the use
of replicating virus. These include the potential for immunological complications and their lack of
selectivity for cancer cells. A number of avenues are being explored to overcome these limitations and
several developments are now being investigated in preclinical models including improved vectors that have
altered tissue tropism [54, 57]. One such interesting class of vectors is the replication-selective viruses.
These can be used either to deliver therapeutic genes or as oncogenic agents in their own right.

Viruses have evolved to infect cells, replicate, induce cell death, release viral particles and, finally, to
spread in human tissues. Replication of viruses in tumor tissue leads to amplification of the input dose at the
tumor site, while a lack of replication in normal tissues can result in efficient clearance and reduced
toxicity. Revolutionary advances in molecular biology and genetics have led to a fundamental
understanding of both the replication and pathogenicity of viruses, and carcinogenesis. These advances have
enabled novel agents to be engineered that enhance their safety and/or their antitumor potency. Replication-
selective oncolytic viruses are being developed as a novel, targeted form of anticancer therapy (virotherapy)
[122]. An example of one of these is dl1520. This is an adenovirus which was designed to have a deletion
of a gene encoding a p53-binding protein, EIB-55kDa (dl1520). The hypothesis was that the virus would be
selective for tumors that already had inhibited or lost p53 function.
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The goal of clinical studies with dl1520 has been to increase sequentially systemic exposure to the virus
only after safety with more localized delivery had been demonstrated. Following demonstration of safety
and biological activity by the intratumoral route, trials were sequentially initiated to study intracavitary
instillation, intra-arterial infusion and eventually intravenous administration. Clinical trials of combinations
with chemotherapy were initiated only after safety of dl1520 as a single agent had been documented by the
relevant route of administration. To date no objective responses have been documented with single-agent
therapy in phase I or I-II trials in patients with pancreatic, colorectal or ovarian carcinomas. A favorable and
potentially synergistic interaction with chemotherapy was discovered in some tumor types and by different
routes of administration [122].

Replicating adenoviruses can achieve higher efficiencies of delivery compared with other vectors and can
also achieve enhanced specificity in certain types of cancer. They also have the advantage of being
oncolytic. There are several clinical trials ongoing with dl1520. Increasing the specificity and potency of
this type of virus opens up many opportunities for improvement in future research [122]. 

One of the most important complications of cancer chemotherapy is the toxic effect that the drugs have
on normal tissues—particularly the bone marrow. Several gene therapy vectors have been developed with
the aim of expressing drug-resistance genes specifically in bone marrow stem cells, so protecting them from
the drugs. The feasibility of this approach has been established in animal models and recent advances in the
design of gene therapy vectors offer promise for future clinical applications. Gene therapy approaches have
been developed to promote stable integration of drug-resistance genes in pluripotent hematopoietic stem
cells. Protecting a cancer patient’s hematopoietic stem cells from the toxic effects of cancer therapies
involves autologous transplantation of genetically modified bone marrow cells. These cells are transduced
ex vivo with a retroviral vector that contains a drug-resistance gene before being transplanted back into the
patient. The choice of envelope protein expressed by the viral vector has proven to be an important
determinant of stem-cell transduction efficiency, due to the fact that the receptors for viral envelopes are
expressed at varying levels on the stem-cell surface. Mouse oncoretroviruses can only gain access to
nuclear chromatin during mitosis, whereas lentiviral vectors can enter an intact nucleus directly through the
nuclear pores. Various drug-resistance genes have been shown to protect hematopoietic stem cells in animal
models. These include the multidrug resistance 1 (MDR1), dihydrofolate reductase (DHFR) and
methylguanine methyltransferase (MGMT) genes. Several clinical trials have evaluated the feasibility of
hematopoietic protection using MDR1 -expressing vectors in adult cancer patients. Hematopoietic stem-cell
gene therapy offers an opportunity to widen the anticancer therapeutic index [123].

In a complementary approach to expressing drug resistance genes, targeted gene delivery is being
developed to damage tumor vasculature. It has been recently demonstrated that a cationic nanoparticle (NP)
coupled to an integrin-targeting ligand can deliver genes selectively to angiogenic blood vessels in tumor-
bearing mice. NPs conjugated to a mutant Raf gene, which blocks endothelial signaling in response to
multiple growth factors, when injected into mice caused apoptosis of the tumor-associated endothelium,
ultimately leading to tumor cell apoptosis and sustained regression of established primary and metastatic
tumors [124]. This approach has great potential for the treatment of human cancer if it can be translated to
the clinic [125].

The early results on the clinical efficacy of gene therapies have been generally disappointing, largely
because the available gene-transfer vectors proved to be inadequate. Recently however, clinical benefit has
been clearly demonstrated and great progress made in selecting and improving vectors. There is now every
prospect that the second decade will see gene therapy live up to its enormous potential [118, 126].

234 MOLECULAR BIOLOGY OF CANCER



13.8
Drug discovery and drug design

The rapid pace and scale of developments in the field of genomics has resulted in a quantum leap in the way
in which the pharmaceutical industry approaches the discovery and development of new drug compounds
and it is estimated that this will increase the number of molecular targets from -1000 currently used by the
pharmaceutical industry to as many as 10000 [127]. Information obtained from SNPs, gene expression and
array technology, proteomics and virtual (in silico) screening, coupled with de novo drug design, is being
used to identify targets and structures that are potentially pharmacologically active.

It has been estimated that any two unrelated individuals differ by approximately one basepair (bp) change
in every 1000 bp. Since there are approximately 3×109bp in the human genome, this frequency equates to
3×106 differences between any two unrelated individuals. Many of these differences encode the visible
differences between unrelated individuals, but others contribute to health and clinical outcome and they
have the potential to identify the genetic factors contributing to complex diseases such as cancer and to
medically complex phenotypes such as drug sensitivity and drug resistance [128, 129].

The flow of investigation from gene sequence of potential therapeutic targets, through mRNA and protein
expression, to protein structure and drug design has accelerated with automation of many of the steps and
promises to revolutionize the drugs available for the treatment of cancer and other human diseases within
the next few years.

13.9
Conclusions and future prospects

Much of the work on oncogene therapeutics is in a preliminary or even speculative theoretical stage. There
is considerable enthusiasm for the therapeutic potential revealed by the study of oncogenes; however, it
must be remembered that oncogene products are of fundamental importance to normal cell growth and
differentiation, and that mutant oncogenes and their products often differ from their normal counterparts
only in minor details. In theory this may be sufficient to improve the current therapeutic index, but it is
possible that anti-oncogene therapies may prove as, or more toxic than the therapeutic modalities currently
available. With few exceptions, the technical means available to achieve these therapeutic possibilities still
range from the primitive and experimental to the currently impossible, making practical realization of many
of these treatments still a good number of years away. However, as indicated above, progress towards
developing effective therapies is being made.

Advances in human genome research are opening the door to a new paradigm for practicing medicine
that promises to transform health care. Personalized medicine, the use of marker-assisted diagnosis and
targeted therapies derived from an individual’s molecular profile, will impact on the way drugs are
developed and medicine is practiced. Knowledge of the molecular basis of disease will lead to novel target
identification, toxicogenomic markers to screen compounds and improved selection of clinical trial patients,
which will fundamentally change the pharmaceutical industry. In addition, patient care will be
revolutionized through the use of novel molecular predisposition, screening, diagnostic, prognostic,
phamacogenomic and monitoring markers. Although numerous challenges will need to be met to make
personalized medicine a reality, with time, this approach has the potential to replace the traditional trial-and-
error practice of medicine [129, 130].

Personalized medicine is based on the hypothesis that diseases are heterogeneous, from their causes to
rates of progression to their response to drugs. Each person’s disease might be unique and therefore that
person needs to be treated as an individual. With limited understanding of the molecular basis of disease,
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reliance has been placed traditionally on nonspecific clinical signs. As genomic tools are developed, so also
will the ability to dissect disease into its component parts. Clinical phenotypes thought to be one disease
will be subclassified by a new genomic taxonomy. Recent discoveries in the molecular pathology of cancer
have highlighted important and clinically significant differences in the gene expression patterns of a variety
of tumors, including leukemia and breast cancer. Preventive therapies have already been undertaken by the
medical community as evidenced by the use of selective estrogen-receptor modulators (SERMs) for patients
at risk of breast cancer.

Because tumor samples are routinely biopsied or removed, the first disease area likely to benefit from
these technologies is cancer. Advances in our ability to classify disease are illustrated in a recent publication
where gene-expression profiling was used to classify two related cancer types. Expression patterns of 50
genes were determined to distinguish accurately between ALL and AML [131]. Similar approaches have
now been used to identify candidate prognostic markers in a number of cancers, as indicated in previous
chapters.

Pharmacogenetics encompasses the involvement of genes in an individual’s response to drugs with the
ultimate goal of predicting a patient’s genetic response to a specific drug as a means of delivering the best
possible medical treatment. By predicting the drug response of an individual, it will be possible to increase
the success of therapies and reduce the incidence of side effects [132, 133]. SNPs are being used to classify
patients whose target protein for their prescribed medicine shows sequence variation or differences in
expression level.

To give just one example of the potential in relation to antiangiogenesis treatment, it has been suggested
that other inhibitors of signal transduction that have potential as cocktail treatments might block different
sets of angiogenic factors and should be used in combination with Herceptin (Trastuzumab). It should
eventually be able to obtain angiogenic profiles of individual tumors and patients, allowing the most
appropriate combination of signal-transduction inhibitors to be selected with a view to customizing this type
of cancer treatment [134].

Cell line supernatants or explants from tumor tissues have already been used in largescale expression-
profiling experiments to identify new cancer markers and assays are already being used to determine
eligibility for Herceptin treatment. New molecular markers might face many hurdles before they can be
implemented in patient care. The issues range from regulatory approval and acceptance of these new
markers, to developing assays, to resolving issues around the ethical, legal and social implications of
obtaining highly sensitive genetic information.

Two factors will affect the availability of genetic testing as part of selection of drug therapy: testing
technologies and test validation. For a test to be clinically valid it must also adequately predict the
association of the test result with a clinical outcome. Primarily this is a function of the relationship of a
gene, and sequence variants of that gene, with an expected outcome. This relationship could be difficult to
establish. For example, there might be multiple genes that contribute independently to a particular drug-
related response, leading to a low positive predictive value for any one of these. Also, for any gene, there
might be multiple alleles that give rise to the condition, most or all of which will need to be detected.
Demonstrating that a test has clinical validity can only be accomplished by careful clinical studies [132].

In addition to understanding that genetic variation defines us as individuals, it is important to understand
that genetic variation also defines populations. Even if ‘the right drug for the right patient’ may still be some
years away, the right drug for the right population may be a more achievable goal in the near future [128].

As understanding of the development of cancer and the complex signaling mechanisms involved
improves, the enormous potential for intervention studies that prevent or slow down the malignant process
is beginning to be appreciated. While the majority of current research is aimed at developing drugs to target
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key molecules it should not be forgotten that dietary constituents have potential as cancer agents and that a
balanced, healthy diet may be able to reduce incidence, as is suggested by epidemiological evidence [135]
and that early detection remains one of the most promising approaches to successful treatment (as for
example in cervical cancer) [136].

It seems clear that our understanding of the mechanisms involved in the development of cancer and in its
treatment are going to be completely revolutionized within the next 5–10 years and this will bring cancer
prevention, and the ultimate goal of cancer therapy—the elimination or inactivation of each and every
remaining malignant cell from the patient—considerably closer. 
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14
Molecular techniques for analysis of genes

14.1
Introduction

An understanding of the methodology used in the analysis of genes described in earlier chapters is
fundamental to understanding how these genes can be used for diagnosis and prognosis in cancer. There are
many excellent molecular biology books available which describe these procedures in detail [1–3]. This
chapter outlines these techniques briefly so that those unfamiliar with the technology can follow the previous
chapters without immediate recourse to other books.

Genes can be studied at three levels, namely DNA, RNA or protein. These molecules can be either within
the cell in prepared tissue sections (in situ) or in isolation. These two approaches give different information.
Isolated DNA can be examined for qualitative and quantitative abnormalities. This is useful when looking
for rearrangements or mutations within a particular gene and also for assessing absolute levels of a gene
(gene amplification). Analysis of isolated RNA gives information about the level of transcription (gene
expression). Direct analysis of protein allows the determination of protein levels or of changes in protein
size.

In situ analysis provides information concerning the spatial distribution of molecules in the cell and
therefore shows which cells are expressing a particular gene, RNA sequence or protein molecule, but
cannot easily be used for quantitative analysis. When used on chromosome spreads this technique gives
information about the chromosomal localization of a gene or, once a gene has been mapped, can be used to
identify gene deletions.

In addition to the more ‘traditional approaches’ used in the past 20 years the analysis of genes has been
revolutionized by the introduction of new technologies. Most notable of these is microarray technology
which is a high-throughput method which enables information to be generated about gene expression and
function. The technological advances in automation and bioinformatics have resulted in a discipline of
biology termed genomics, which can be broadly defined as the generation and analysis of information about
genes and genomes. The field is characterized by global, comprehensive studies that are conducted in a
systematic manner. Although still in its infancy, genomics is beginning to permit the identification and
characterization of individual genes and patterns of gene expression that distinguish malignant and
premalignant cells from their normal counterparts [4]. In parallel, the comprehensive study of proteins and
protein systems is now called proteomics. From a biomedical point of view proteomics has great potential
as the bulk of phamacological interactions and diagnostic tests are directed at proteins rather than their
genes [4]. Proteomics-based approaches, which enable the quantitative investigation of both cellular protein



expression levels and protein-protein interactions involved in signaling networks, promise to define the
molecules controlling the processes involved in cancer [5]. 

14.2
Analysis of DNA or RNA

14.2.1
Genetic markers

Four different types of DNA marker are used in genetic analysis. The markers segregate in Mendelian
fashion and, provided they are sufficiently polymorphic, can be used in gene tracking studies, to help make
genetic maps to be used in the subsequent isolation of genes and in cancer research for the identification of
loss of heterozygosity (LOH).

The first markers to be developed were the restriction fragment length polymorphisms (RFLPs).
Approximately every 200 bp along the length of chromosomes the sequence of DNA varies between
individuals, usually by only a single base change. Where they coincide with restriction sites, the alterations
can be detected by restriction enzymes. The presence or absence of any particular site is variable in the
population, hence the term polymorphism, and the technique is referred to as RFLP analysis. The variations
do not usually confer any phenotypic effect since they are frequently found in introns rather than coding
exons (Figure 14.1a). Approximately 100000 RFLPs are distributed throughout the human genome.

The second group of markers is composed of arrays of short tandem repeated sequences, each different
allele being made up of a different number of repeats (Figure 14.1b). These markers are termed
minisatellites or variable number of tandem repeats (VNTRs) and approximately 10000 exist in the genome
[7]. Many of these markers are located towards the telomeres of the chromosomes which can limit their
usefulness.

The third group, which has been the one most frequently used for genetic analysis, is the microsatellites
[8], Di- (e.g. CA repeats), tri- and tetranucleotide markers are all used with CA and tetranucleotides being
the most common (Figure 14.1c). These markers are found in the genome with approximately the same
frequency as the VNTRs.  

The reasons why the latter two groups of markers have found favor over RFLPs is primarily because they
are much more informative for genetic studies, as discussed below (see Section 14.2.5). Microsatellites have
the added advantage of being analyzable by PCR, a technique which revolutionized much of molecular
biology and which is described in the next section. The first two groups of markers are studied using Southern
blotting techniques (see Section 14.2.4) and therefore take much longer to analyze.

The fourth type of marker has been identified as a result of the human genome sequencing projects. In
addition to raw sequencing and mapping data, the two human genome sequencing projects have uncovered
millions of single nucleotide polymorphisms (SNPs) representing additional DNA bases that vary between
individuals. Although the bulk of these polymorphisms do not affect gene regulation or the functions of
encoded proteins, they are being used as genetic markers to pinpoint the location of nearby genes that are
responsible for a disease phenotype [4].
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14.2.2
Polymerase chain reaction (PCR)

In 1985, a technique allowing specific amplification of selected sequences of DNA was described. PCR
technique relies on a knowledge of at least part of the DNA sequence around the region of interest, because
short specific oligonucleotides complementary to sequences either side of this region are required to prime
the synthesis of the DNA sequence between them. The process involves three stages: denaturation of the
double-stranded DNA, annealing of the oligonucleotide primers, and synthesis of DNA by a thermostable
DNA polymerase. By repeating the process around 30 times, up to several million copies of the DNA can
be made (Figure 14.2). The main advantages of this technique are: (1) it is rapid,  particularly as the product
can often be detected directly on agarose gels (this takes several hours to perform, unlike Southern blotting
which can take several days or more); (2) it is extremely sensitive (it is possible to start with a single
molecule of DNA and finish with sufficient for analysis [9]); (3) DNA from unusual sources can be used
(see Section 14.2.5).

PCR forms the basis of many analyses. The most important of these, with reference to the areas covered
in this book, are the typing of microsatellite markers either for gene tracking studies as discussed below (see
Section 14.2.5) or for the determination of loss of heterozygosity (see Section 3.2.2), for the detection of
point mutations as discussed in the next section, or for the production of template DNA for sequencing.

Figure 4.1

(a) Two allele RFLP linked to the APC gene, (b) Minisatellite marker on chromosome 16p showing several different
alleles present in the population. Adapted from [6] courtesy of Steve McKay, Birmingham Heartlands Hospital.
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14.2.3
Mutation detection techniques

Now that many genes have been isolated, the direct analysis of mutations has become routine practice. This

Figure 14.1 (continued)

(c) Twelve microsatellite markers on chromosomes 13, 18 and 21 plus a marker on the X and Y chromosomes have
been analyzed together in a single multiplex PCR reaction. Primers for each marker were labeled with three different
fluorochromes so that each can be resolved following gel electrophoresis and analysis on an AB1377 sequencer using
Genotyper software. The name of each marker is given (e.g. D21S1437) together with the size (e.g. 125 and 133 for
D21S1437) and peak area (e.g. 4921 and 4719 for D21S1437) below the alleles. Figure courtesy of Carol Hardy, West
Midlands Regional Genetics Laboratory, UK.
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procedure falls into two main groups: (1) some techniques are used where only one or two mutations are
commonly found to disrupt the gene, for example the common mutations in the RAS gene; (2) other
techniques are used as a preliminary screen to identify approximately where in a gene a mutation lies. This
can then be followed up by sequencing of that region to confirm the nature of the mutation. These
techniques have been used extensively in identifying mutations in the genes causing inherited cancers. In all
of these genes described so far, mutations not only vary from one family to the next but in the majority of
cases are relatively small abnormalities such as point mutations or small deletions and insertions and are
widely distributed throughout the gene. Each of these techniques described below has different advantages
such as sensitivity, ease of the procedure, cost and safety, so individuals have to balance each of these when
selecting the method to use.

All of the procedures described below depend on initial PCR amplification of a region of the gene,
usually the coding sequence and often a single exon, followed by analysis on a variety of different gels.
Some of the more commonly used techniques are described briefly below and further details can be found in
reference [10].

Allele-specific oligonucleotide (ASO) hybridization

Where only one or two common mutations, differing from the normal sequence by as little as a single base
change, are known to disrupt a gene, ASOs can be used to identify the presence of the mutation. This

Figure 14.2

Polymerase chain reaction. Adapted from [6].
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technique involves the hybridization of the PCR product, bound to membrane filters in a denatured state,
with oligonucleotide probes specific for a known mutation. These oligonucleotide probes are hybridized
under specific hybridization conditions such that they only bind to the target DNA if there is perfect
complementarity between the probe and the target. This technique has been used successfully to analyze the
distribution of RAS mutations at codons 12, 13 or 61 in different tissues as described in reference [11] and in
many of the preceding chapters.

Single-stranded conformation polymorphism analysis (SSCP)

SSCP is one of the most commonly used techniques for mutation detection because of its simplicity and
relatively good sensitivity. Wild-type and test DNA  are amplified by PCR and then denatured. The single-
stranded molecules from each PCR product adopt a threedimensional structure dependent on the sequence of
the DNA. They are electophoresed through a nondenaturing gel and the migration of the fragment is
dependent on the conformation adopted. If a mutation is present there will be a difference in the migration
rate. Bands are visualized by the incorporation of a radioisotope or a fluorochrome during the PCR reaction
or by post electrophoretic silver staining of the gel. The presence of a variation in the sequence is detected
by comparison of the test sequence with a known wild-type fragment (Figure 14.3a, b). The sensitivity of
SSCP is around 70–90% for PCR fragments less than 200 bp in length but decreases rapidly if fragments
above 400 bp are analyzed. SSCP analysis can also be carried out on Hydrolink or MDE™ gels with a
similar detection rate.

Heteroduplex analysis

This technique depends on the fact that if both wild-type and mutant DNA are present in a PCR reaction,
heteroduplex molecules are formed between the two different DNA species during the final rounds of
amplification (Figure 14.4). Heteroduplex molecules migrate through acrylamide gels differently to
homoduplex molecules, a feature which is enhanced by the use of gel matrices such as Hydrolink or MDE™
gels. The sensitivity of this technique is similar to SSCP analysis with the advantage of being extremely simple
to perform. The sensitivity of the technique decreases if fragments over 300 bp are analyzed.

Denaturing gradient gel electrophoresis analysis (DGGE)

DGGE relies on the fact that a double-stranded DNA fragment exposed to a denaturant will melt in discrete
domains to become single stranded and will do so in a sequence-specific manner. A single base change in
the DNA is sufficient to change its melting temperature. In this technique, double-stranded DNA fragments
are electophoresed through a gel containing an increasing concentration of denaturant. As the DNA
migrates, individual domains of the fragment melt at a point corresponding to their melting temperature. As
the fragment becomes partially melted, its migration through the gel is retarded. In order to prevent 
complete dissociation of the fragment, it is necessary to add a GC clamp (a sequence of approximately 40
bases, composed primarily of Cs and Gs) to one PCR primer; this region has a very high melting
temperature so it will ensure that the fragment never separates into purely single-stranded molecules which
would have no variation in their migration. The procedure is further enhanced by the production of
heteroduplex molecules formed between one mutant and one wild-type DNA strand during the final rounds
of PCR. These heteroduplexes have different melting temperatures compared with either wild-type or
mutant homoduplexes and can sometimes be detected more readily on the gels. Detection of DNA
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fragments can be either by isotopic or nonisotopic means. DGGE is one of the most sensitive techniques as
it can detect close to 100% of mutations in fragments up to 600 bp. However it is technically more difficult

Figure 14.3

(a) SSCP analysis—schematic, (b) SSCP analysis of exon 16 of MSH2. Shifts corresponding to an alteration in the
sequence of the PCR fragment are seen in lanes 2 and 8. These alterations may represent mutations or polymorphisms.
Figure courtesy of Jennie Bell, West Midlands Regional Genetics Laboratory, UK.
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to set up initially and is also more expensive. The denaturing gradient can also be replaced with a
temperature gradient with similar results.

DGGE analysis can also be carried out in two dimensions. For a patient under investigation, each exon of
a gene is amplified and products are separated in the first dimension, based on size, on a neutral gel. The
track containing the fragments is then cut out of the gel, turned through 90° and layered across a denaturing
gradient and electrophoresed in the second dimension. Again any abnormal fragments will migrate
differently from wildtype ones. The advantage of this technique is that a whole gene can be analyzed for a
single individual in one gel.

Figure 14.4

Heteroduplex analysis of four regions of BRCA1, exons 11A and B, exon 2 and exon 20 (in order from top of figure).
Lane 2 contains a normal DNA sample and lane 1 contains positive controls for each of the four regions. Patient
samples are in lanes 3–7. A shift in exon 20 of BRCA1 is seen in the sample in lane 4 indicating the presence of a
mutation or polymorphism in this fragment. Figure courtesy of Sally Rees, West Midlands Regional Genetics
Laboratory, UK.
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Denaturing high-performance liquid chromatography (dHPLC)

dHPLC is a relatively new method of mutation detection which has many advantages over other techniques
such as SSCP or DGGE. The method separates heteroduplex DNA molecules from homoduplex strands by
using ion-paired reverse-phase high-performance liquid chromatography [12]. Partial heat denaturation
decreases the retention time of mismatched heteroduplex species compared to the perfectly matched double-
stranded molecules. Any PCR product containing a sequence variant will therefore be eluted earlier from
the HPLC column and is detected by a UV online detector (Figure 14.5). Sensitivity and specificity of
dHPLC  exceeds 96%. The method is rapid with each sample being analyzed in under 10 minutes. The
semi-automated nature of the technique means that samples can be analyzed in a 96well plate format
without manual intervention. This means that labor costs are also lower than for other techniques [13].
dHPLC has been used widely as a rapid technique for analysis of familial cancer syndromes [14] but has
also been used for many other purposes such as genotyping, determination of allelic imbalances and
detection of DNA polymorphisms.

Chemical mismatch cleavage (CMC) and RNase cleavage

In this technique heteroduplexes are formed between radiolabeled wild-type DNA and mutant DNA by
denaturing and reannealing. Any mismatches are chemically modified by osmium tetroxide for mismatched
thymines or by hydroxylamine for mismatched cytosines. Mismatched guanines and adenines are also
detected by labeling the antisense strand. The sites of chemically modified mismatches are then cleaved
with piperidine, the products electrophoresed on denaturing acrylamide gels and detected by
autoradiography (Figure 14.6). This technique is at least as sensitive as DGGE and also has the advantage
that the position of the mutation can be localized. The main drawbacks to this technique used to be the

Figure 14.5

dHPLC analysis of exon 11 of BRCA1. The normal PCR fragment produces a single peak whereas the sample
containing a mutation shows the presence of a double peak shifted to the left. Figure courtesy of Jennie Bell, Sally Rees
and Marcus Allen, West Midlands Regional Genetics Laboratory, UK.
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hazardous nature of the chemicals used and that it is labor intensive. Use of potassium permanganate,
fluorescent tags and sequencers has greatly reduced these limitations but the technique is no longer widely
used.

Another technique based on the same principle is RNase A cleavage. In this method a heteroduplex
molecule is formed between a wild-type riboprobe and a DNA fragment from the patient in question. Any
mismatches formed because of sequence differences due to mutations can be cleaved by RNase. The main
problem with this technique is its relatively low sensitivity of around 40–60%. 

RT-PCR

If the sequences of intron/exon boundaries are not known it is not possible to design PCR primers either
side of the exon, so it cannot be analyzed by the above techniques. One way around this problem is to
produce cDNA from mRNA by reverse transcriptase PCR (RT-PCR). Primers lying within the coding
sequence can then be used to amplify regions of the gene for further analysis. The technique can however
only be used where the gene is expressed in accessible tissues. The analysis of cDNA is helpful for the
identification both of larger deletions and of mutations affecting the splicing of mRNA which give smaller
products because of the loss of several exons. In general, these differences can be identified by analysis of
the cDNA from normal and affected individuals on agarose gel electrophoresis simply by the presence of
small fragments in affected individuals. cDNA can also be the basis for the protein truncation test (PTT),
described below, as large sections of coding sequence can be analyzed in a single reaction. For example,
exons 1–14 of the APC gene can be analyzed together rather than in 14 separate reactions as used for SSCP

Figure 14.6

Chemical mismatch cleavage. Two groups of eight samples have been treated either with hydroxylamine (Hy) or
osmium tetroxide (Os). The arrows indicate bands in two patients with similar mutations in lanes 2 and 3. Two other
mismatches can be seen in lanes 7 and 8. All of these bands are seen with hydroxylamine only, indicating that they
involve a cytosine. Molecular weight markers are included in the extreme right- and left-hand lanes. Photograph
courtesy of Dr S.Enyat, DNAand Regional Haemostasis Laboratory, Birmingham Children’s Hospital. Adapted from
[6].
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or DGGE. Similarly, cDNA is useful in techniques such as chemical mismatch cleavage in which large
fragments (1–2 kb) can be analyzed successfully, thereby reducing the amount of screening necessary to
cover a gene.

Protein truncation test (PTT)

Many of the causative mutations in cancer genes are chain-terminating. A novel approach to mutation
detection which makes use of this fact is the PTT, originally described for detection of point mutations in
Duchenne muscular dystrophy [15]. The basis of this technique is again PCR but here the primers are modified
to include the T7 promoter sequence as well as a eukaryotic initiation signal plus the usual sequencespecific
region. Following PCR amplification of either cDNA or genomic DNA (if an exon is sufficiently large such
as exon 15 of APC or exon 11 of BRCA1), the PCR products are used as templates in transcription and
translation reactions resulting in the production of a peptide from the PCR fragment. In order to detect the
full-length or truncated peptide, a radiolabeled amino acid is included in the translation reaction. The
products of the translation reaction are separated on an SDS-polyacrylamide gel and visualized by
autoradiography (Figure 14.7). The advantage of this technique is that whole genes can be analyzed in a few
reactions each covering several kilobases [16]. However for the majority of the genes, RNA has to be used
as starting material and cDNA made as the initial template for the PCR reaction. The major drawback to the
technique is that it can only pick up truncating mutations. However it could in theory be adapted to use
isoelectric focusing as the detection step when it could presumably also pick up missense mutations.

Multiplex ligation-dependent probe amplification (MLPA)

MLPA is a method for quantification of copy number which is relatively straightforward to perform [17, 18].
The technique depends on the simultaneous amplification of up to 40 sequences, usually individual exons of
a gene, in a single PCR reaction. Specific probes are designed for each of the sequences and consist of a short
oligonucleotide probe and a long oligonucleotide probe. The short synthetic oligonucleotide probe contains
a short targetspecific sequence at the 3′ end and a common 19 nucleotide sequence at the 5′ end. The long
oligonucleotide contains a target specific sequence at the 5′ end, a variable length sequence, the ‘stuffer’
sequence, which can be used to differentiate each of the final products, and a common region at the 3′ end.
Denatured DNA is hybridized with a mixture of each of the probes, the two parts of the probe hybridize to
adjacent target sequences and are ligated. All ligated products are then amplified with a single primer pair
specific for the common nucleotide sequences, one of which is labeled with a fluorescent tag, to give PCR
products of unique variable size, each of which corresponds to a specific exon or region of interest.
These products can be separated by electrophoresis on a fluorescent sequencer. Relative amounts of the
products reflect the copy number of target sequences. The main application of MLPA is in the detection of
deletions and duplications in cancer genes and it has been shown to be of value for detection of
rearrangements in BRCA1 and 2, MHL1, MSH2 and VHL (Figure 14.8).

Direct sequencing

The ‘gold standard’ for mutation detection is direct sequencing of the PCR fragment. This will immediately
give information about the nature of the mutation and any changes due to neutral polymorphisms can be
identified. Sequencing is usually based on the Sanger dideoxy chain-termination method and is traditionally
carried out radioactively. Many kits are now available for cycle sequencing based on this method which
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makes use of PCR and means that only minute amounts of template are required. Fluorescence-based
sequencing methods are now widespread. These are based either on cycle sequencing or on Sequenase™-
based methods and use either fluorescently labeled primers or fluorescently labeled dideoxy terminators.
These methods are the most efficient since they can be automated (Figure 14.9) making this a very rapid
approach. In order to speed up sequencing a number of strategies have been introduced. Multiple exons of a

Figure 14.7

PTT analysis of a region of exon 15 of the APC gene. Full-length peptides are seen at the top of the gel. Shorter
peptides indicating the presence of truncating mutations are seen in lanes 2 and 5. Figure courtesy of Yvonne Wallis,
West Midlands Regional Genetics Laboratory, UK.

Figure 14.8

MLPA analysis of BRCA1 in two patients (panels 1 and 2) and in a control (panel 3). Exons 3 and 13 are marked. The
first panel shows a deletion of exon 3, panel two shows a duplication of exon 13. Figure courtesy of Elizabeth Redmond
and Graham Taylor, Yorkshire Regional DNA Laboratory.
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gene can be sequenced together by an exon connection strategy in which several exons are linked together
in a PCR reaction prior to sequencing [19]. A major problem to high-throughput sequencing is the time
taken to read the sequences manually. This has now been overcome by the introduction of automated
sequence analysis packages such as Staden or CSA [20].

14.2.4
Southern blotting

For over two decades until the development of PCR the basis of much of the analysis of genes and of gene
tracking through families (see below) depended on the technique of Southern blotting, a technique named
after its developer, Professor Ed Southern. All techniques subsequently developed for the analysis of RNA
or protein have continued with this analogy for nomenclature hence, Northern (RNA), Western (protein)
and even Southwestern (DNA/protein) blotting. Although the technique is no longer used as frequently as it
once was, it still remains useful in some cases to identify large deletions or insertions, or for the analysis of
some RFLPs and minisatellite markers.

The basis of Southern blotting is shown in Figure 14.10. DNA is extracted from the tissues or cells and
digested into small fragments with restriction enzymes. These enzymes, which are isolated from bacteria,
selectively cut DNA at sites dependent on specific nucleotide sequences in the genome (restriction sites;
Table 14.1). Following digestion,    these double-stranded DNA fragments are separated according to size
by electrophoresis on an agarose gel. Treatment of the DNA in the gel with alkali produces single-stranded
molecules, which are transferred or ‘blotted’ on to nitrocellulose or nylon membranes. The presence or
absence of sequences of interest is then determined by incubating the membrane with the relevant DNA
probe which has previously been labeled (with an isotope such as 32P, with a molecule such as biotin or
digoxigenin, or with an enzyme) and made single stranded. Hybridization between the complementary

Figure 14.9

Sequence of a region of BRCA1 indicating an A to T transition which changes the amino acid for arginine to a stop
codon. Figure courtesy of Sally Rees, West Midlands Regional Genetics Laboratory, UK.
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sequences of the probe and target DNA is detected by autoradiography, if 32P has been used to label the
probe; by an enzyme-dye complex, in the case of biotinylated or digoxigenin-labeled probes, or by
chemiluminescent detection in the case of an enzyme-labeled probe, allowing recognition of the DNA
sequence under investigation and assessment of alterations in its size, copy number, etc. [1].

Figure 14.10

(a) Southern blotting technique, (b) Example of the end-product of Southern blotting; an autoradiograph showing bands
of different sizes. Adapted from [6].
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14.2.5
Gene tracking with RFLPs and microsatellites

Gene tracking is a method by which chromosomes can be tracked through a family to determine which one
of a pair segregates with a disease gene. It depends on knowing on which chromosome and roughly where
along its length a gene for a particular disease is located, and also that there is a polymorphic marker
situated in the same region which can be used to ‘tag’ that chromosomal region. Traditionally this technique
relied on RFLP analysis but now usually involves the analysis of polymorphic microsatellite markers.

This technique has been used successfully for the diagnosis of many single gene disorders such as
Duchenne muscular dystrophy or cystic fibrosis. In cancer research it has been used to track the defective
gene in families with inherited cancers such as familial breast or colon cancer. The basis of the method is
described first for RFLP analysis then compared with microsatellite analysis which is now used more
frequently.

In the example shown in Figure 14.11, if the DNA from individuals with different DNA polymorphisms
is digested with a restriction enzyme and then Southern blotted, individuals with chromosome A will have a
5-kb fragment detected by the probe, whereas individuals with chromosome B will have a 3-kb fragment
detected by the same probe. The 5-kb fragment is arbitrarily called allele 1 and the 3-kb fragment allele 2.

For the detection of inherited diseases, the basis of the test is as follows: DNA from individuals in a
family is digested with restriction enzymes and subjected to Southern blotting as described earlier. Each
individual in the family is then given a genotype corresponding to the alleles present on either of the two
chromosomes. Figure 14.12 shows the result for three individuals using the probe and RFLP shown in
Figure 14.11. Individual 1 is homozygous for allele 1, that is, has two copies of chromosome A. Individual
3 is also homozygous, but this time for allele 2. The individual shown in the center is a heterozygote, that is,
has one copy of chromosome A and one of chromosome B. By entering these results on to the family
pedigree along with results from any other members of the family available, it is possible to determine
which allele, corresponding to a particular restriction fragment length, segregates with the disease allele for
that particular pedigree. In the pedigree shown in Figure 14.13, of an autosomal dominant disease such as
FAP, the results suggest that allele 2 is segregating with the disease in this particular family. This is
suggested because the affected individual (II-3) has inherited the chromosome with allele 2 from her
affected mother, whereas her normal brother and sister have inherited the normal chromosome carrying
allele I from their mother. By examination of this pedigree one important point can be seen; the presence or
absence of a particular allele does not in itself signify that an individual is affected or normal. In

Table 14.1 Some commonly used restriction enzymes
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Figure 14.13 individual I-3, who has married into this family, has two copies of allele 2 and is normal. The
RFLP is merely a marker which can be used to follow the pattern of inheritance of a particular chromosome
through a family. The second important point to make about this type of analysis is that because many of
the RFLPs are located around the disease gene rather than in it, there is the possibility during meiosis of a
cross-over in the DNA between the RFLP and the gene. The further away the    RFLP, the higher the chance
of such a recombination until ultimately it is so far away that it cannot be used for the analysis. All results
of such a test have to carry with them an error rate to take account of the possibility of such a recombination
event.

The problem with RFLP analysis is that for the majority of RFLPs only two alleles are present at any one
locus. Many affected individuals will be homozygous for one or other allele, making the family
uninformative. For example if individual 1–2 had been homozygous for allele 2 it would not have been
possible to differentiate between the high- and low-risk chromosomes. The identification of microsatellite
markers has rapidly transformed linkage analysis for a number of reasons: (1) they are found widely
distributed on all chromosomes; (2) the number of repeats at any one locus varies considerably in the
population such that for any marker many different alleles are present, meaning that it is relatively easy to
make a family informative with at least one marker; (3) microsatellites are analyzed by PCR, and results are
therefore available in 1–2 days rather than the 5–7 days required for analysis by Southern blotting; (4)
studies are possible even when affected individuals are dead, as archival material such as histological

Figure 14.11

Example of a RFLP showing one chromosome with a 5 kb DNA fragment and a second chromosome with a 3 kb
fragment recognized by the same probe. Arrows indicate the restriction sites. Adapted from [6].

Figure 14.12

Diagram to illustrate the patterns of bands seen in three individuals following Southern blotting and hybridization with
the probe described in Figure 14.11. Individuals 1 and 3 are homozygous for the 5 kb and 3 kb fragments, respectively,
and individual 2 is a heterozygote. Adapted from [6].
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specimens from the time of surgery, stored as paraffin blocks, can be used for DNA extraction. Such DNA
has generally been degraded by the treatments necessary for processing of the tissue so that only short
fragments can be isolated. It can generally be analyzed by PCR-based techniques in which the products of
the reaction are only a few hundred basepairs at most but can rarely be used for RFLP analysis in which the
alleles are generally several kilobases long. The principle of the technique involves PCR amplification
across the polymorphic region followed by separation of the products on acrylamide gels to identify
individual alleles. Identification of the alleles is possible either by incorporation of a radionucleotide into
the PCR reaction or by staining of the gels post electrophoresis. Each individual in a pedigree can then be
assigned a genotype in the same way as for RFLP analysis.

It is now possible to label one of the primers used in the PCR reaction for microsatellite analysis with a
fluorescent dye so that the products can be analyzed automatically. Several sets of reactions can then be
analyzed together if each set of primers is labeled with a different-colored dye, speeding up the analysis by
a further order of magnitude. As well as using these markers for gene-tracking studies this method is equally
applicable for use in LOH studies as shown in Figure 14.14.

14.2.6
Single nucleotide polymorphisms (SNPs)

At the time of preparing the new edition of this book the more traditional approaches for gene tracking, as
indicated in the previous section, are being replaced by high-density genetic maps of the genome based on
the identification of SNPs as they are the most common form of sequence variation. In the human genome,
approximately one basepair in a thousand is variant when any two chromosomes are compared. In addition
to their high frequency in the genome, SNPs are very stable genetic markers and have a relatively low
mutation rate in comparison with other types of genetic markers [21]. A detailed treatment of this topic and
its enormous potential impact on human biology and medicine is beyond the scope of this book. A good
starting point for information is the 2002 Trends Guide to Genetic Variation and Genomic Medicine and the
references therein [22].

Over a million genetic markers in the form of SNPs are already available for use in genotype-phenotype
studies in humans and novel typing strategies are emerging for using these SNPs to type populations. For
SNPs to realize their full potential in genetic analysis, thousands of different SNP loci must be screened.
Assay readouts on oligonucleotide arrays, in microtiter plates, gels, flow cytometers and mass spectrometers

Figure 14.13

Pedigree of a family with a disease segregating in an autosomal dominant manner (see text for detailed explanation of
results). The genotypes associated with the RFLPs described in Figures 14.11 and 14.12 are shown. Adapted from [6].
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(e.g. matrix-assisted laser desorption—ionization time-of-flight (MALDI-TOF)) have all been developed but
decreasing cost and increasing throughput of DNA typing are essential if high-density  genetic maps are to
be applied on a large scale [21, 23]. However, it is already possible to rapidly identify the pattern of all
common genetic variation across any single candidate gene [21]. The candidate gene strategy can be
approached in two ways: either by assembling a relatively large collection of potential disease genes and
concentrating on scanning coding sequences for potential functional coding SNPs or by focusing on a single
gene and systematically scanning all of its genomic sequence for all polymorphisms [24]. By mapping
SNPs onto three-dimensional structures of proteins, problems concerning population, medical and
evolutionary genetics are also being addressed [25].

In terms of identification of cancer risk, SNP validation requires proof of Mendelian inheritance and that
the SNP contributes to a phenotypic change, specifically an increased risk of cancer. Although the effect of
any single variant is probably small, combinations of SNPs, either as haplotypes or between distinct genes,
can contribute to disease risk. It is important, therefore, that genetic association studies need to evaluate the
contribution of one or more SNPs to well-defined clinical endpoints [26].

Figure 14.14

Loss of heterozygosity in a Wilms’ tumor. DNA from normal tissue (upper panel) and from a Wilms’ tumor (lower
panel) have been compared using two microsatellite markers from chromosome 16 and a fluorescent-based PCR
technique. Both markers in the tumor show only one allele compared to the two seen in normal DNA. Figure courtesy
of Emma Prebble, Division of Molecular and Medical Genetics, University of Birmingham, UK.
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Nonetheless, SNPs have opened up a new and exciting way of studying complex diseases such as cancer
and in addition to providing information on disease development, SNPs are providing an opportunity of
exploiting human genetic variation in drug discovery and development [27]. It is clear that within the next
10 years our ability to understand how cancer develops and how it can be effectively treated will be
revolutionized by SNP analysis.

14.2.7
Northern blotting

This technique is essentially the same as Southern blotting except that intact messenger RNA (mRNA) is
separated on the gels and again detected, following blotting, by probing with a labeled DNA fragment. This
allows the amount of the transcript to be determined and can also be used to detect abnormalities in the size
of the mRNA [1].

14.2.8
In situ hybridization

This technique permits the direct analysis of sequences of DNA or RNA in tissues so that specific cells,
populations of cells, or chromosomes can be examined [28]. The method involves the denaturation of DNA
in a tissue section followed by the application of a labeled probe which is complementary to the sequence of
interest. As with Southern blotting it is possible to use a radioactively labeled probe, but here the isotopes
used are usually 3H, 125I or 35S (Figure 14.15). In addition, as with Southern blotting techniques, it is now
common to use probes labeled with biotin which can be detected by an enzymatic reaction. This technique
has several advantages over radioisotopes, particularly speed, safety and the long-term stability of the
labeled probe. The technique has been adapted to use fluorochromes and fluorescence in situ hybridization
(FISH) probes are labeled either directly using fluorochrome-conjugated nucleotides or indirectly using
reporter molecules. The advantages and limitations of FISH techniques and their applications in genetic
diagnosis have been reviewed recently [29].

14.2.9
Comparative genomic hybridization

Comparative genomic hybridization is a method by which differences in copy number between tumor and
normal DNA can be determined [30]. The two DNA samples are differentially labeled with two
fluorochromes then hybridized to normal human chromosomes in a metaphase spread (Figure 14.16). The
fluorescence signals are quantitated by image analysis and the ratio of one fluorochrome to the other
determined along the length of the chromosome thereby allowing the determination of over- or under-
representation of DNA segments in the tumor genome. Gains in DNA sequences are detected by increased
signals from the fluorochrome labeling the tumor DNA whereas losses are detected by a signal from the
normal DNA but not from the tumor DNA at the same site. This technique has been used to study copy number
in both solid tumors and in leukemias. An adaptation of this approach, in which DNA from the tumor tissue
is first amplified by degenerate oligonucleotide primed PCR (DOP-PCR), can also be used on formalin-
fixed paraffin-embedded material and can give results even if only a few tumor cells are present.
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14.2.10
DNA microarrays

Microarray technology is a high-throughput method which enables information to be generated about gene
expression and function. The basic principle of the method is the same as for other blotting assays (e.g.
Southern blotting). A detailed treatment of this technology and its applications in biomedicine is beyond the
scope of this book. For an introduction to the use of microarrays in biomedical research visit [31] and good
starting points for information on this technology, its applications to biomedicine, standardization and
interpretation of results are the 1999 and 2002 Nature Genetics supplements The Chipping Forecast’ and
‘The Chipping Forecast II’ and the references therein [32, 33].  

The basic feature is that a solid support, more often glass (although other supports such as nitrocellulose,
nylon and silicon have been used) is ‘spotted’ robotically with oligonucleotides, cDNAs or genomic DNA
defining particular genes and fluorescently or radioactively labeled mRNAs from test and control samples
are hybridized to the microarrays.  There are several variations of the technique [34] and cDNA microarrays
will be used to illustrate the principle. Many gene-specific polynucleotides derived from the 3' end of RNA
transcripts are individually arrayed on the solid matrix. This matrix is then simultaneously probed with
fluorescently tagged cDNA representations of total RNA pools from test and reference cells, allowing
determination of the relative amount of transcript present in the pool by the type of fluorescent signal
generated. Relative message abundance is inherently based on a direct comparison between a ‘test’ cell state
and a ‘reference’ cell state, an internal control is thus provided for each measurement. It is not possible to
undertake the simultaneous analysis if a radioactive tag is used.

Microchip arrays are already being used for differential gene expression profiling in several cancers, for
example brain tumors [35], ovarian cancer [36] and prostate cancer [37, 38] and the National Cancer
Institute has initiated the Cancer Genome Anatomy Project, one of its goals being the production and
sequencing of cDNA libraries from five major human cancers (prostate, ovary, breast, lung and
gastrointestinal tract) [37]. Microarrays are also being used to study carcinogenic changes seen in the livers
of patients with chronic exposure to environmental toxins, such as arsenic [39].

While this technology is going to have a major impact in identifying genes involved in the progression to
cancer a very important caution in the interpretation of expression profiling data has been noted [37]. These
authors illustrate the problem with reference to prostate cancer and the selection of normal epithelium as a
baseline control against which to compare and contrast tumor gene expression profiles. As they point out,
normal epithelium in prostatic ducts ranges from atrophic to resting to hyperplastic and each has a unique
pattern of gene expression. Additionally, epithelium adjacent to tumor may not be ‘normal’—although
phenotypically ‘normal’ at the light microscopic level, it may be genotypically abnormal and/or exhibit an
altered gene expression profile due to its proximity to the invading tumor. In addition the degree of
inflammation may also have a significant impact. For these reasons, the authors suggest that it is necessary
to profile a spectrum of normal and tumor cell populations from a series of patients to distinguish between
alterations that are relevant to tumorigenesis and those reflecting the biological spectrum of the ‘normal’
prostate, or those that have occurred for reasons unrelated to transformation [37].  

Despite this caveat it seems clear that microarray studies of human cancer will help to clarify the
molecular events that lead to tumor development and in the identification of new diagnostic, prognostic and
therapeutic targets.
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14.2.11
Real-time (kinetic) RT-PCR

Currently, array technology is being used in establishing broad patterns of gene expression. Validation of

Figure 14.15

(a) Paraffin section of a colon cancer. Bright field illumination to show tissue morphology. (b) In situ hybridization
using a 35S-labeled cDNA probe to detect type 1 collagen mRNA. Detection is by autoradiography. Dark-field
illumination shows silver grain distribution. Photographs courtesy of D.G.Powell, G.I.Carter and R.E.Hewitt,
Department of Histopathology, University of Nottingham. Nottingham, UK. Adapted from [6].
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expression differences is accomplished with an alternate method such as Northern blotting, in situ
hybridization, RNAse protection assays or RT-PCR [40, 41]. However, the first three of these techniques
are time consuming, labor intensive, and require large amounts of RNA (>5 µg total RNA). Conventional
RT-PCR utilizes 20–40 ng of RNA but quantification can be difficult. Real-time PCR evaluates product
accumulation during the log-linear phase of the reaction and is currently the most accurate and reproducible

Figure 14.16

Comparative genomic hybridisation (CGH) using DNA from a pediatric brain tumor (ependymoma). This patient shows
relative loss at 6q and 17p. Loses are indicated on the chromosome ideograms by a purple bar. The case was analyzed
using High Resolution CGH software (Cytovision, Applied Imaging). Figure courtesy of Sara Dyer, West Midlands
Regional Genetics Laboratory, U.K.

Figure 14.17

Real-time fluorescence detection of PCR products during the amplification phase (real-time PCR). Fluorescence
labeling can be performed (1) by nonspecific binding of an appropriate dye to double-stranded DNA (e.g. Cyber
Green), (2) by hybridization of TaqMan probes carrying quencher and reporter dyes which are cleaved during
elongation, or (3) by hybridization to a pair of probes labeled with a donor (D) and an acceptor (A) dye with increased
fluorescence in juxtaposition (LightCycler method). Adapted from [42].
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approach to gene quantification. There are many commercial systems which are in current use. An example
is in the detection and quantification of BCR-ABL fusion transcripts using the LightCycler technology,
which combines rapid thermocycling with online fluorescence detection of PCR product as it occurs [41].
Fluorescence monitoring of PCR amplification is based on the concept of fluorescence resonance energy
transfer (FRET) between two adjacent hybridization probes carrying donor and acceptor fluorophores.
Excitation of a donor fluorophore (fluorescein) with an emission spectrum that overlaps the excitation
spectrum of an acceptor fluorophore results in nonradioactive energy transfer to the acceptor (Figure 14.17;
see also Figure 11.6). Once conditions are established, the amount of fluorescence resulting from the two
probes is proportional to the amount of PCR product. Due to amplification in glass capillaries with a low
volume/surface ratio PCR reaction times have been reduced to less than 30min [42].

Another example is the TaqMan 5' nuclease assay, where fluorescence is released in direct proportion to
the accumulation of PCR product. Through the use of a CCD camera, fluorescence production is continually
monitored in each of 384 reaction wells. The cycle number at which the fluorescence reaches a threshold
value is precisely determined and used to calculate the amount of starting material by comparison to known
standards (see Figure 11.7). Manufacturers’ specifications claim a limit of detection of 50 copies of target
molecule and a linear dynamic range of five orders of magnitude. Single-copy detection is possible and ten-
copy detection is routine. Throughput is approximately 1500 assays per day. The versatility and flexibility of
the real-time PCR method allows for application to a wide range of projects including basic gene expression
studies, microarray validation, master cell bank control and FDA mandated product release testing for
recombinant products. The quantity of starting material, either RNA or DNA, is determined by comparison
with known standards. Comparing treated versus untreated cells or different cell types results in relative
quantitation. Absolute quantitation requires the use of carefully quantitated external standards. Quantitation
can be performed using two methods, cyber green or TaqMan. The cyber green method tracks the
accumulation of double-stranded DNA and provides for a lower cost method of estimating gene copy
number because only PCR primers are required. Higher accuracy is achieved by using the TaqMan FRET
technology [43]. Although most real-time PCR assays in themselves are characterized by high precision and
reproducibility, the accuracy of the data which are obtained is largely dependent on other factors such as
sample preparation, quality of the standard and choice of housekeeping gene [44].

14.3
Analysis of proteins

An alternative strategy used to examine the expression of genes is to look at the proteins themselves rather
than at the DNA or RNA. This method has some advantages. In particular it means that a retrospective
analysis of tumor material can be made. This is made possible by the availability of paraffin blocks from
surgically resected specimens. This material is not suitable for analysis of RNA although it is now possible
to extract DNA from the blocks for analysis by PCR. The presence of oncoproteins in such tissue is most
easily assessed by the application of antibodies. The most obvious advantage of this technique is the ability
to test samples from individuals for whom the clinical outcome is known. In studies of the value of
oncogenes as prognostic indicators this is invaluable as prospective studies could take years to perform. In
order to study oncoprotein expression, however, antibodies have to be produced.
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14.3.1
Production of antibodies to onco- or tumor suppressor proteins

In general, antibodies to the proteins have been raised against synthetic peptides rather than the native
protein molecule. Short peptides, synthesized on the basis of known DNA sequences and coupled to protein
carriers, have been used as immunogens. The region chosen for synthesis of the peptides is selected
following the construction of a hydrophobicity plot and includes those residues thought to be exposed on
the surface of the intact molecule. Both monoclonal and polyclonal antibodies have been produced in this
way and the approach has found many useful applications [45].

A novel approach to producing antibodies specific for tumor cells has been to transfect the NIH-3T3 cell
line with DNA fragments obtained from a human ALL and to use the transformants as immunogens to raise
antibodies. Although the antigen has not been characterized in detail, at least one antibody produced in this
way did not react with NIH3T3 or with the majority of normal tissues tested but did react with certain
tumors, including ALLs and sarcomas [46]. 

The potential for the use of these antibodies is great, not only for examining the expression of the
proteins in tissues but also for monitoring the levels of oncoproteins in body fluids and as potential carriers

Figure 14.18

(a) Polyacrylamide gel stained for total proteins, (b) Western blot of proteins extracted from tumor cells reacted with a
monoclonal antibody to a tumor marker. Adapted from [6].
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of therapeutic agents to cells, the so-called ‘magic bullets’. Some of their applications have been discussed
in previous chapters and the techniques used in their study are described in the following sections.

14.3.2
Western blotting

An overall examination of the size and quantity of oncoproteins in cells is possible by the technique of
Western blotting. Proteins are extracted from cells and separated on polyacrylamide gels on the basis of size
and/or charge. They are then transferred to nitrocellulose or nylon membranes. Unlike Southern blotting,
transfer of proteins by passive diffusion is inefficient; Western blotting requires the application of an
electric current for several hours. Following transfer, the protein of interest can be detected by incubation of
the membrane in an antibody solution followed by detection with an enzymatically labeled second antibody
and direct visualization on the membrane [47] (Figure 14.18) or by chemiluminescence and visualization on
an exposed film.

14.3.3
Immunohistochemical techniques

Immunohistochemical techniques are used widely throughout all areas of research to study expression of
proteins in tissues, essentially by applying antibodies to thin sections of tissues, either frozen sections or
sections of tissue which have been fixed and embedded in paraffin wax. Antibodies may be labeled directly
with an enzyme such as horseradish peroxidase or alkaline phosphatase. Their binding sites can then be
visualized by incubation of the tissue with a substrate which yields a colored product. More commonly,   a
second enzymatically labeled antibody specific for the primary antibody is used; this technique is described
schematically in Figure 14.19. A typical result showing the distribution of the MYC oncoprotein in a
section of gastric carcinoma is illustrated in Figure 14.20.

Some care has to be taken when interpreting the results of studies using immunohistochemistry because
the antigenic target for some antibodies remains controversial. A number of antibodies have been produced
to the RAS p21 protein. Some of these antibodies are reactive with both normal and mutant forms of the
protein, for example, Y13 259, whereas others have been raised to a peptide containing the amino acid
sequence corresponding to one of the forms of activated RAS and are specific for the mutated form of p21
[48]. Another antibody (RAP 5), recognizing a peptide reflecting the amino acid sequence of one of the
activated forms of RAS, cross-reacts with both the normal and mutated form of p21 [49]. Several antibodies
(Myc1–6E10 and Myc1–9E10) to the MYC oncoprotein have been produced in a similar way, and again on
further characterization it appears that one of these, Mycl-6E10, may not recognize the product of the MYC
gene [50]. As mentioned in several of the earlier chapters, there has been some variation in results between
centers using p53 immunohistochemical staining. These are partly due to differences in technique and
antibodies used and suggest that a degree of standardization is required. In addition, as mentioned in these
chapters, comparisons between immunohistochemistry and detection of mutations at the DNA level have
shown only a 69% correlation, leading some authors to doubt whether immunohistochemical techniques
necessarily reflect p53 mutations.
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14.3.4
Flow cytometry

The development of the fluorescence-activated cell sorter (FACS) has provided an alternative method of
studying oncogene expression; a method often referred to as flow cytometry. A wide range of particles can
be analyzed using the FACS, including whole cells, nuclei, chromosomes and bacteria. Regardless of what
is to be analyzed, the process is essentially the same. The particles are labeled with an appropriate
fluorochrome and then passed individually through a laser beam. The emitted light for each individual
particle is collected, measured and stored on computer. Other information such as particle volume and a
measure of the granularity of particles can also be collected. In addition to the analysis, individual particles
expressing particular preset parameters, such as fluorescence intensity, can be deflected electrostatically into
collection tubes so that they can be analyzed further at the end of the experiment [51] (Figure 14.21). The
fluorochrome used can be a fluorescent dye, such as fluorescein, coupled to an antibody specific for the
protein under investigation, or it can be a nucleic acid-specific stain such as propidium iodide, ethidium
bromide or DAPI. The whole procedure is extremely rapid, with thousands of particles being analyzed
every second. A wide variety of parameters can subsequently be plotted either individually or against each
other from the information obtained (Figure 14.22).

Nuclear oncogenes such as MYC and FOS have been extensively studied using flow cytometry [52]. Nuclei
for analysis can be extracted from fresh tissues but can also be obtained from paraffin blocks. By dual

Figure 14.19

Flow diagram to illustrate the immunohistochemical technique. Adapted from [6].
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labeling with a fluorochrome-labeled antibody plus a DNA-specific stain, it is possible to correlate the DNA
content (ploidy status) with the expression of an oncogene in individual cells. The detection of aneuploidy
in some tumors has been shown to correlate with a worse prognosis. The technique of combining
information on oncogene expression with ploidy status may enhance its prognostic significance.

Flow cytometry is a very rapid method of determining the expression of oncoproteins on a cell-by-cell or
nucleus-by-nucleus basis. It also has the advantage that, like  immunocytochemical staining techniques,
archival material can be used to obtain prognostic information. One drawback in the study of nuclei
obtained from archival material, in addition to the problems previously mentioned concerning the specificity
of the antibodies, is the apparent loss of reactivity of the nuclear antigens because of the harsh procedures
necessary to extract nuclei [53]. This may make significant differences to the levels of oncoproteins
detected in the tumors and makes quantitative analysis difficult on preserved tissue.

14.3.5
Proteomics

Although genomic data and transcription profiling offer tremendous opportunities to identify and
understand molecular alterations in cancer, even the complete ‘genetic blueprint’ has serious limitations—
cellular functions are carried out by proteins and there are numerous protein modifications that are not
apparent from the nucleic acid or amino acid sequence. Also, the genomic sequence does not specify which

Figure 14.20

A section of gastric carcinoma reacted with an antibody to p62 (Myc1–6E10), showing cytoplasmic staining. Adapted
from [6].
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proteins interact, how proteins interact, how interactions occur or where in the cell proteins localize under
various conditions.

Currently, proteomics research embraces two contrasting but complementary strategies: cell-mapping
proteomics which aims to define protein-protein interactions to build a picture of the complex networks that
constitute intracellular signaling pathways; and protein expression proteomics, which monitors global
expression of large numbers of proteins within a cell type or tissue, and quantitatively identifies how
patterns of expression change in different circumstances.

Global protein profiles can be produced for normal compared with tumor cells in a given tissue, or for
cells before and after treatment with a specific drug. Currently, this is the most widely used model of
proteomics and is largely dependent on 2D gel electrophoresis (2DE) for visualization of protein profiles.
Expression proteomics is the protein equivalent of DNA microarray analysis that defines global patterns of
RNA expression under various conditions. The main limitation of 2DE is the inability to detect proteins of
medium to low abundance.

Figure 14.21

Flow cytometry schematic. Adapted from [6].
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In the search for tumor progression markers or anticancer drug targets, there has been a concerted effort
to define gene expression profiles at the transcript level. However, it is clear that mRNA expression data
alone are insufficient to predict functional outcomes for the cell. For instance, mRNA expression data
provide very little information about activation state, post-translational modification or localization of
corresponding proteins. There are also many reports of the disparity between mRNA transcript and protein
expression levels. At the very least, mRNA expression studies need to be supported with proteomic
information to provide a complete picture of how cells are altered during malignant transformation [5].

The development of proteomics has been dependent on improvements in three enabling technologies—
sample preparation, 2DE and mass spectrometry (MS) [5]. These technologies, as part of the arsenal of
proteomics techniques, are also advancing the utility of proteomics in the drug discovery process [54].

Recent developments in protein microarrays have permitted analysis of enzymesubstrate, DNA-protein
and different types of protein-protein interactions [55]. DNA microarrays are used for genetic analysis as
well as expression analysis at the mRNA level. Protein microarrays are used for expression analysis at the
protein level and in the expansive field of interaction analysis. The ultimate goal of proteomics is to
characterize the information that flows through protein networks and clinical proteomics is being used to
detect cancer at an earlier stage, to discover the next generation of targets and imaging biomarkers, and to tailor
therapy to the individual patient [56]. 

The entire field of protein microarray technology shows a dynamic development driven by the increasing
genomic information. New technologies such as automated protein expression and purification systems,

Figure 14.22

Parameters measured by flow cytometer. (a) Distribution of cell sizes; (b) fluorescence with fluorochrome 1; (c)
fluorescence with fluorochrome 2; and (d) granularity of cells (90° scatter). Adapted from [6].
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used for the generation of capture molecules, and the need for analysis of whole ‘proteomes’ will
undoubtedly be the driving force for rapid developments in this field in the near future [55].

14.3.6
Tissue microarrays

An offshoot of the proteomics revolution has been the recent development of tissue microarrays. These
permit the comparison of hundreds of tissue sections from different tumors arranged on a single glass slide,
thereby facilitating the rapid evaluation of largescale outcome studies. Realization of this potential depends
on the ability to rapidly and precisely quantify the protein expression within each tissue spot. It has been
reported recently that a set of algorithms has been developed that allows the rapid, automated, continuous
and quantitative analysis of tissue microarrays, including the separation of tumor from stromal elements and
the subsequent localization of signals. These were validated using estrogen receptor expression in breast
cancer tissue and it was demonstrated that automated analysis matched or exceeded the results obtained by
conventional pathologist-based scoring [57]. This technology clearly has enormous potential in oncology.
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